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Abstract—Third Generation (3G) cellular networks take advantage of time-varying and location-dependent channel conditions of

mobile users to provide broadband services. Under fairness and QoS constraints, they use opportunistic scheduling to efficiently utilize

the available spectrum. Opportunistic scheduling algorithms rely on the collaboration among all mobile users to achieve their design

objectives. However, we demonstrate that rogue cellular devices can exploit vulnerabilities in popular opportunistic scheduling

algorithms, such as Proportional Fair (PF) and Temporal Fair (TF), to usurp the majority of time slots in 3G networks. Our simulations

show that under realistic conditions, only five rogue device per 50-user cell can capture up to 95 percent of the time slots, and can

cause 2-second end-to-end interpacket transmission delay on VoIP applications for every user in the same cell, rendering VoIP

applications useless. To defend against this attack, we propose strengthening the PF and TF schedulers and a robust handoff scheme.

Index Terms—Security, opportunistic scheduling, proportional fair, temporal fair, handoff.
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1 INTRODUCTION

3G cellular networks, such as High Speed Downlink
Packet Access (HSDPA) [1] and Evolution-Data

Optimized (EV-DO) [2], provide broadband-like downlink
speed to enable applications, such as Voice-over-IP (VoIP).
The specification for 3G cellular data services recommends
implementing an opportunistic scheduler. An opportunistic
scheduler uses multiuser diversity—the fading and sha-
dowing of cellular users within a single cell—to optimize
bandwidth efficiency. Both HSDPA and EV-DO use an
opportunistic scheduler in the downlink to profit from
multiuser diversity. To achieve this goal, many networks
require mobile devices to participate in managing network
services. However, since mobile devices are outside the
control of the network administrators, networks should not
trust them to manage network operations [3]. Unfortu-
nately, this principle is often violated, as in the case of the
popular opportunistic scheduling algorithms, Proportional
Fair (PF) [1], [2], [4], [5], [6], [7] and Temporal Fair (TF) [8], [9].

Apropos, we discovered two vulnerabilities:

1. PF and TF schedulers trust channel condition reports
from mobile devices without verification.

2. Both schedulers guarantee fairness only within a
single cell.

A malicious mobile device can exploit the first vulnerability

by reporting bogus channel conditions, and can exploit the

second vulnerability by initiating unnecessary handoffs to

circumvent the per-cell fairness guarantee. As a result, the

attack can usurp a large number of time slots at the expense

of the other users in the same cell. Our simulation shows that

only one attacker per 50-user cell can occupy up to 92 percent

of available time slots persistently, depending on the
scheduling algorithm used. To put it in another perspective,
when users are running VoIP applications, one attacker per
cell can perpetuate a 1-second end-to-end interpacket
transmission delay for every other user, while five attackers
per cell can perpetuate a 2-second delay. Since any delay
longer than 0.4 second would disrupt VoIP [10], this attack
would render VoIP useless.

In addition to describing and analyzing the attack, we
discuss two defense strategies. First, we propose to augment
the PF and TF schedulers with priority queue and round-
robin to mitigate the attack. However, as the current PF and
TF schedulers operate within a single cell, they cannot
guarantee long-term fairness to mobile devices that can hand
off freely across cells, resulting in the second vulnerability
mentioned above. Therefore, we propose a robust handoff
procedure that ensures graceful handoff for honest users
while preventing attackers from usurping bandwidth. Our
simulation shows that under this handoff procedure, the
percent of time slots that attackers can obtain, no matter how
many arbitrary handoffs they initiate, is close to what they
can get in a single cell. This result demonstrates that our
robust handoff procedure effectively prevents attackers from
gaining advantage by initiating arbitrary handoffs.

We make the following contributions:

. We identify vulnerabilities in two popular opportu-
nistic schedulers. We analyze a series of attacks
mathematically as well as through simulations to
demonstrate that they could devastate victim mobile
users by causing persistent delays, lowering
throughput, and disrupting certain applications.

. We propose defense strategies against these attacks.
Our simulation shows that our proposed robust
handoff procedure effectively removes attackers’
advantage during their malicious handoffs.

2 3G DATA NETWORKS

One of the principal objectives of designing mobile devices
is to improve functionality while reducing network-wide
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component count, complexity, and cost [11]. In this process,
however, 3G cellular networks grant unwarranted trust to
mobile devices, allowing them to report arbitrary channel
conditions and to initiate handoffs at their discretion. By
exploiting these vulnerabilities, malicious mobile devices
can disrupt other mobile users severely.

2.1 HSDPA

Cellular providers have developed two new data services,
HSDPA and EV-DO, to meet the increasing demands for
mobile technologies as alternatives to traditional wired
communications. In both services, the downlink utilizes
time division multiplexing (TDM) by dividing the channel
in time slots, or Transmission Time Intervals (TTIs). The
scheduler at each base station selects a single user to transmit
at each TTI. Both services rely on two main techniques to
increase efficiency in the downlink direction: link adaptation
and fast retransmissions. Link adaptation is a data rate
regulating mechanism in which mobile devices report to
base stations their quasi-instantaneous downlink channel
quality information, channel quality indicator (CQI). Base
stations can then establish data rate contingent on channel
conditions: the better the channel condition, the higher the
data rate [12]. Fast retransmissions (part of the Hybrid
Automatic Repeat Request (HARQ) manager) allow mobile
devices to NACK each erroneous downlink packet (and
request a retransmission) from its base station instead of the
sending server.

2.2 Opportunistic Scheduling

Channel conditions of cellular mobile devices are time-
varying and location-dependent due to fading and shadow-
ing. This causes the multiuser diversity effect [13]: since
many users fade independently, at any given time, some
subset of users will likely have strong channel conditions.
As we have already stated, better channel conditions imply
higher data rates. On the one hand, a good scheduling
scheme can recognize and exploit favorable channel
conditions of certain users to achieve higher utilization of
wireless resources. On the other hand, the potential to
exploit favorable channel conditions of a subset of users
introduces a trade-off problem between resource efficiency
and fairness. A very popular opportunistic scheduler is PF
[6], [7], whose goal is to maximize the product of the
throughput delivered to all users [14], [15]. In fact, Kushner
and Whiting [16] have shown that PF is not an ad hoc
algorithm, but actually corresponds to a maximization
problem. Another interesting opportunistic scheduler is TF
[8], whose goal is to maximize the average system
performance, given the time fraction assignment. Both PF
and TF attempt to strike a balance between throughput and
fairness within a single cell [4], [8], [14], [15], [17], [18].

Channel quality indicators. Since instantaneous channel
conditions derive the instantaneous data rates of mobile
devices [19], mobile devices constantly measure and report
their CQIs to their base stations. In particular, at every TTI,
an opportunistic scheduler at a base station selects a user
(or a subset of users) with a relatively good channel
condition to transmit while maintaining predefined QoS or
fairness constraints. By scheduling the users with the best
channel condition, opportunistic schedulers utilize the

shared channel efficiently and often achieve higher network
performance than other schedulers, such as round-robin.

In the current HSDPA specification, each mobile device
periodically measures its instantaneous channel conditions
through pilot signals,1 estimates the achievable data rate
under its channel condition (denoted as CQIiðtÞ for user i at
time t), and sends the information back to the base station.
The CQI value is calculated by an iterative algorithm that
takes as input the downlink channel quality and a number
of tunable parameters. The algorithm iterates with varying
parameter combinations until the block error rate is less
than 10 percent. Note that it is up to the mobile device to
upload these reports to the base station at its own timing.
According to the specification [20], [21], the CQI report
cycle can happen every 1, 2, 4, 5, 10, 20, 40, or 80 TTIs.

2.2.1 Proportional Fair

PF is a compromise scheduling algorithm. It tries to strike a
balance between achieving maximum network throughput
and ensuring fairness. In doing so, PF scheduler maximizes
the product of throughputs delivered to all users [22]. PF
selects a user i to schedule at time slot t based on the
following criterion:

i ¼ arg max
1�k�N

DRCkðtÞ
RkðtÞ

¼ arg max
1�k�N

min
�
CQIk½t�; Bk½t�

TTI

�
RkðtÞ

; ð1Þ

where DRCkðtÞ is the currently supported data rate, Bk½t� is
the buffer size, and TTI is the Transmission Time Interval.
For simplicity, we assume that all users always have
outstanding data at the base station, therefore eliminating
the term Bk½t�=TTI. RiðtÞ is the average throughput of user i
up to time t. The base station estimates RiðtÞ as follows:

RiðtÞ ¼
�CQIiðtÞ þ ð1� �ÞRiðt� 1Þ; if i is scheduled;
ð1� �ÞRiðt� 1Þ; otherwise;

�
ð2Þ

where � is a network parameter describing the weight of
the current time slot toward the average. Strictly speaking,
� ¼ 1=tc, where tc is the time window within which the
average rate RiðtÞ is calculated. A typical tc is 2-second
(1,000 slots).

While current 3G standards do not specify a particular
opportunistic scheduler, PF is the most popular both in the
research community [23], [24], [25], [26], [27], [28], [29] and
industry [1], [2], [4], [5], [6], [7], [30]. Networks may
implement a modified PF. For instance, a PF scheduler may
apply code multiplexing by scheduling multiple users within
the same TTI. Researchers have also proposed combining the
PF scheduler with a priority queue or the round-robin
scheduler. For the rest of the paper, however, we will focus on
the original PF, discussed in detail above.

2.2.2 Temporal Fair

TF algorithm provides another way of balancing system
and individual user performance. Its goal is to maximize the
average system performance by exploiting time-varying
channel conditions, given the time fraction requirements of
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all users [8]. Let ri denote the predetermined minimum
fraction of time when the user i should transmit. ri � 0,PN

1¼1 ri � 1, where N is the number of users in the cell. The
network determines each ri by the user’s class, the user’s
pay level, and the current channel conditions. Additionally,
let ~UðtÞ ¼ ðU1ðtÞ; . . . ; UNðtÞÞ be the performance vector at
time slot t, where UiðtÞ is user i’s performance if he
transmits at time t. UiðtÞ can be any predetermined function
of the channel condition CQIiðtÞ. For the rest of the paper,
we assume that UiðtÞ ¼ CQIiðtÞ. The scheduling problem is,
given the performance vector ~U , to determine the schedul-
ing policy Q : ~U ! f1; . . . ; Ng, i.e., which user should be
scheduled in the next time slot. Q is opportunistic since it
can use the performance vector to decide which user to
schedule. TF scheduler’s goal is to maximize the average
system performance under individual users’ resource
sharing requirement:

max E
�
UQð~UÞ

�
s:t: P ðQðUÞ ¼ iÞ � ri; 8i: ð3Þ

An optimal Q is defined as

Qð~UÞ ¼ arg max
i
ðUi þ viÞ; ð4Þ

where vis are the offset parameters to satisfy the fairness
constraint:

1. miniðviÞ ¼ 0.
2. 8i 2 ½1::N �; PfQð~UÞ ¼ ig � ri.
3. 8i 2 ½1::N �; PfQð~UÞ ¼ ig > ri, then vi ¼ 0.

Informally, to satisfy the fairness requirements, policy Q
schedules the relatively best user to transmit. A user i is
relatively best if Ui þ vi � Uj þ vj; 8j 2 ½1::N �. Put another
way, if a user i experiences chronic unfavorable channel
conditions—e.g., it is far away from the base station—the
user has to take advantage of some other users (whose vj ¼ 0)
to satisfy its fairness requirement, i.e., vi > 0. To maximize
the overall system performance, TF gives such users only as
much help as needed to reach their predetermined share of
time slots. If a user satisfies PfQð~UÞ ¼ ig > ri, the user i has
already been allotted its minimum share, so it cannot take
advantage of other users, i.e., vi ¼ 0.

Opportunistic scheduler gain. Opportunistic scheduling
gain GðNÞ illustrates the performance gain of an opportu-
nistic scheduling scheme over that of the nonopportunistic
one, namely, round-robin. Typically, the larger the number
of users sharing the same channel, the larger the gain. For
example, when users experience Rayleigh fading with
statistically identical and independent relative channel
conditions, GðNÞ � logðNÞ.

2.3 Handoffs

Cellular networks utilize handoffs to transfer connections
from one base station to another. A mobile device
continuously monitors candidate base stations with stronger
signal strength using pilot signals. The base station
controller, upon receiving pilot measurement reports,
determines if the mobile device will benefit from a handoff.
If so, the base station controller initiates a handoff procedure
by instructing the mobile device to hand off to another base
station [5].2 There are two types of handoffs: soft and hard

handoffs. In a hard handoff, the network drops the
connection to the current base station before initiating a
new one. In a soft handoff, a mobile device can have
connections from several base stations simultaneously. Our
attacks apply to soft as well as hard handoffs.

3 OVERVIEW OF ATTACKS

Opportunistic schedulers for 3G networks require mobile
device to participate in network management functions.
However, attackers can modify mobile devices to perform
actions that are undesirable to the providers, even when
providers attempt tamper-proof techniques [6], [31], [32],
[33]. For instance, attackers can modify their laptops’ 3G PC
cards, either through the accompanying SDKs [34] or the
device firmware [35]. By trusting all mobile devices for
network management, a system that implements either PF
or TF scheduler suffers from two vulnerabilities, discussed
in the following.

3.1 Fabricated CQIs

Opportunistic schedulers base their scheduling decisions on
CQIs reported by mobile devices without verification. By
reporting fabricated CQIs, malicious mobile devices can
manipulate the scheduler in their own favor. Let us consider
a naı̈ve attack on PF and TF, respectively, with one attacker.
In the PF variety of the attack, the malicious mobile device
reports an inflated CQI such that its ratio of currently
supported data rate to average data rate is the highest
among all the devices in its cell; therefore, ensuring that it
will be scheduled in the next time slot. To obtain consecutive
time slots, the attacker must report monotonically increasing
CQIs (because its average throughput is increasing, while
other users’ throughput is decreasing, according to (2)) until
its reported CQI exceeds the range of CQI values. In the TF
variety of the attack, a malicious mobile device starts with an
inflated CQI. Then, it continues misrepresenting its channel
conditions and reporting monotonically increasing CQIs.
This action causes the scheduler to keep decreasing the
malicious device’s offset as well as its allotted time share to
satisfy the overall fairness.

3.1.1 Mathematical Analysis of the PF Attack

It is difficult to calculate the precise number of consecutive
time slots that the attacker can get, because the number
depends on the channel conditions of all the users in the cell.
However, we can estimate an upper bound of this number
by considering a simplified situation where each user has the
same CQI. We assume that each user always has outstanding
data at the base station. First, we calculate the average
throughput of a user. Let RiðtÞ be the average throughput of
user i at time slot t. Recall from Section 2.2, RiðtÞ is
determined by whether the user is scheduled (2). Since we
assume that each user has the same CQI, the PF scheduler
becomes a round-robin scheduler, where each user is
scheduled once every N slots (N is the number of users in
the cell). For example, if user i is scheduled at time slot s, he
will not be scheduled until time slot sþN . Therefore,
user i’s average rate RiðtÞ maximizes at time slot s, and
minimizes at the time slot sþN � 1. According to (2),

RiðsÞ ¼ ð1� �ÞNRiðs�NÞ þ �CQI: ð5Þ
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Let us consider a steady state, where RiðtÞ ¼ Riðtþ kNÞ for
all integer k. In this case, RiðsÞ ¼ Riðs�NÞ. Using this
equality in (5), we have

RiðsÞ ¼
�CQI

1� ð1� �ÞN
� CQI

N
; ð6Þ

where RiðsÞ is the user i’s maximum throughput. His
minimum throughput is

Riðs� 1Þ ¼ RiðsþN � 1Þ ¼ ð1� �ÞN�1RiðsÞ

� ð1� �ÞN�1 CQI

N
:

ð7Þ

Let CðtÞ ¼ maxifCQI=RiðtÞg be the maximum CQI-to-
throughput ratio at time t among all the users. In the
steady state, CðtÞ becomes a constant C, which is

C ¼ CQI

Riðs� 1Þ �
N

ð1� �ÞN�1
: ð8Þ

Next, we describe a strategy for the attacker to obtain
consecutive time slots. To obtain time slot 1, the attacker i
must report a CQIið1Þ such that CQIið1Þ=Rið0Þ � Cð0Þ.
After time slot 1, Cð1Þ ¼ Cð0Þ=ð1� �Þ, because for each
victim user j, its CQI remains constant, but its average
throughput Rj has been scaled down by a factor of (1� �).
Therefore, to obtain time slot 2, the attacker i must report
CQIið2Þ such that CQIið2Þ=Rið1Þ � Cð1Þ ¼ Cð0Þ=ð1� �Þ.
Subsequently, at time t, the attacker must claim CQIiðtÞ
such that CQIiðtÞ=Riðt� 1Þ � Cð0Þ=ð1� �Þt�1. The attacker
can obtain consecutive time slots until the required CQIiðtÞ
exceeds CQImax, the maximum value of CQI. Therefore, the
maximum number of consecutive time slots that the
attacker can obtain is the maximum integer t0 that satisfies

CQImax �
C

ð1� �Þt0�1
Rið0Þ � �; ð9Þ

where � is

� ¼
Yt0�1

k¼1

�C

ð1� �Þk�1
þ ð1� �Þ

 !
:

Equation (9) shows that the maximum number of
consecutive slots an attacker can obtain (t0) depends on the
attacker’s initial average throughput (Rið0Þ), maximum CQI
(CQImax), the PF parameter �, and the number of users in the
cell (N). Since CQImax and � are set by the system, they are
out of the attacker’s control. The attacker also cannot easily
control N , the current number of users in the cell. However,
the attacker does have control over Rið0Þ, its average
throughput at the beginning of the attack. Equation (9)
shows that the smaller the valueRið0Þ, the larger the value t0.
Finally, this model is simplified, assuming that all victim
users have the same, consistent CQI. When users have time-
varying channel conditions, (9) provides an upper bound for
estimating t0.

3.2 Greedy Handoffs

Opportunistic schedulers are oblivious to mobile device
handoffs. For example, when a mobile device hands off, the
new base station does not retrieve the device’s average data
rate from its previous base station, but rather assigns an

often small or average value as the device’s initial average
rate [28], [29]. To sustain the PF or TF attack, an attacker
must report monotonically increasing CQIs, eventually
causing the attack to stop when its reported CQI exceeds
the maximum allowable CQI. However, if the attacker sits
in the overlapping coverage area of multiple base stations,
he may hand off to another cell to acquire a fresh, lower
average data rate to continue the attack. Moreover, multiple
malicious devices may cooperate to attack multiple cells
simultaneously (Section 4.2.2). Note that by manipulating
its CQI reports, a malicious mobile device can cause its base
station to initiate a handoff.

4 ATTACK ANALYSIS

4.1 Threat Model

Our threat model assumes the following:

1. Attackers control one or a few mobile devices that a
cellular network has admitted and authenticated.

2. Attackers have modified their 3G mobile devices or
PC cards such that they may report any CQI value to
the base station and to trigger a handoff at any time.

3. Attackers can be physically located anywhere within
cells under attack.

We believe that this threat model is realistic. Attackers can
buy network-approved mobile devices (or PC cards with
accompanying SDKs) and prepaid data plans directly from
providers, or can spread worms to take over existing
mobile devices. Prepaid data plans, in particular, minimize
the risk of discovery and punishment. Previous research
has demonstrated ways to modify mobile devices to
perform different actions than intended by the providers,
even when providers attempted tamper-proof techniques
[31], [32], [33]. Note, however, that our threat model does
not assume hacking into the network. Instead, our attack
exploits vulnerabilities in the network’s scheduler by
manipulating the information that malicious mobile devices
report to the network.

In the following sections, we describe the PF variety of
attacks in detail. First, we describe a naı̈ve attack, the
intracell attack. Then, using this attack as a waypoint, we
describe a more sophisticated and powerful attack, the
intercell attack. Finally, to evaluate the intercell attack in a
more realistic environment, we relax the requirement for
the attackers to know the victim users’ channel conditions.
For TF scheduler, we can design a similar attack strategy,
which we will describe at the end of this section.

4.2 Proportional Fair Attacks

4.2.1 Intracell Attacks

Consider a scenario where all attackers stay in the same cell.
We assume that no user leaves or joins the cell during the
attack. Although this assumption is not crucial to our attack,
it simplifies our analysis. Additionally, for simplicity, we
assume that the attackers know the channel conditions of all
the users in the cell. Section 4.2.3 will describe an attack
strategy which eliminates this assumption.

As we have stated in the previous section, a single
attacker can obtain consecutive time slots until his reported
CQI exceeds the maximum CQI value. Naturally, attackers
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can increase the number of consecutive time slots obtained
by using multiple colluding attackers. We discuss three
possible ways for the attackers to collude.

Sequential attack. Attacker with the smallest average
throughput RiðtÞ starts the attack, while the other attackers
lurk by reporting arbitrarily small CQIs to avoid being
scheduled. When the active attacker’s reported CQI exceeds
the maximum CQI value, it stops the attack, while the
attacker with the smallest average throughput takes over
the attack.

Minimum CQI attack. Since the attack will stop when all
attackers’ reported CQIs exceed the maximum value, this
scheme tries to slow the increment of the reported CQIs. At
each time slot, each attacker, given its current average data
rate, computes the CQI that it needs to obtain the next time
slot. The attacker with the smallest computed CQI reports
its CQI to the base station, while other attackers report
arbitrarily low CQIs to continue lurking.

Delta CQI attack. This algorithm tries to slow the
increment of calculated CQI values for upcoming slots. At
each time slot t, each attacker i computes the increment �iðtÞ
needed to its previous CQI. In other words, �iðtÞ ¼
CQIiðtÞ � CQIiðt� 1Þ. The attacker with the smallest �iðtÞ
then reports its CQI to the base station, while the other
attackers report arbitrarily low CQIs to continue lurking.

Attack results. To verify the effectiveness of this attack,
we ran simulations for 18,072 time slots, or about 36 seconds.
This duration is long enough to evaluate the attack effects
because we observed that all attacks stabilized well before the
end of the duration. We repeated each simulation 100 times to
average possible random effects. In simulating single-cell
attacks, we chose parameters that are recommended by 3G
and HSDPA specifications or that are commonly used by
cellular networks. The PF scheduler has an � ¼ 0:001. Recall
from Section 2.2 that � governs the maximum time a user can
be starved. We assume 50 users in a cell. Each user quantized
his channel condition into a CQI, an integer between 0 and 30,
and reported the CQI to the base station. Each user’s channel
condition was a random variable following a Rayleigh
distribution [36] with � ¼ 3 and an initial average rate of
0.5. In communications theory, Rayleigh distribution is
widely used to model scattered signals that reach a receiver
by multiple paths, e.g., in an urban environment [36].

A simulation with only one attacker showed that the
attacker gained an average of 19 consecutive time slots, with
a standard deviation of 2.77. Next, we simulated multiple
attackers in the same cell. We varied the number of attackers
from one to five and simulated each of the attack schemes in
Section 4.2.1. Notice that the number of collective consecu-
tive time slots obtained by the attackers increases almost
linearly with the number of attackers. Among the three
attack schemes, the Delta CQI scheme performed the best,
where five attackers obtained 99 consecutive time slots.

Although 99 consecutive time slots (or 198 ms) occupied
by the attackers will cause a delay to victim users, this delay
is tolerable by many applications and protocols. Moreover,
after the attack, the attackers must relinquish a large
number (at least 2,000) of time slots to reset their average
throughput low enough before they can attack again.
Therefore, the intracell attack is unsustainable by itself.
Fortunately (or unfortunately, depending on your position),

we can exploit another vulnerability to devise a much more
sustainable and effective attack, the intercell attack, to be
discussed next in Section 4.2.2.

Even though the intracell attack is unsustainable by itself,
it is an indispensable component of the intercell attack. In
the intercell attack, when the attacker cannot acquire
consecutive slots in a cell, it hands off to a neighboring cell.
Since handoff requires at least one slot, the maximum
percentage of slots (from the attacker’s perspective) that the
attacker acquires is s

sþ1 , where s is the number of consecutive
slots that the attacker acquires in a single cell. To maximize
the percentage, the attacker must maximize s, hence the goal
of the single-cell attack.

4.2.2 Intercell Attacks

The PF scheduler ensures long-term fairness within a cell.
By transgressing cell boundaries, attackers can gain unfair
share of network bandwidth. Our single-cell simulations
show that an attacker’s reported CQI and average through-
put increase very fast during an attack. When a large
average throughput forces the attacker to report a CQI
larger than the maximum value, the attack stalls. However,
when a user joins a cell, the scheduler assigns a typically
small value as the user’s initial average throughput, since
the network does not transfer users’ average throughput
across cells during handoff [29]. Therefore, when an
attacker cannot acquire more slots because its average
throughput is too high, it can induce a handoff to receive a
smaller initial average throughput in the new cell. For
example, consider two attackers MA and MB sitting in the
overlapping area of cells CA and CB. Initially, MA attacks
CA, and MB attacks CB. When one of the attackers fails to
acquire consecutive slots, MA hands off to CB and MB

hands off to CA to continue their attacks. Alternatively,
consider a targeted cell attack. In this case, the attacker can
use handoff as a bridge to reset its attack. In particular, he
or she attacks the target cell as long as possible, handoffs to
a neighboring cell and back immediately. This way, it resets
the average throughput value and can continue the attack.

Since the choice of this initial value is unspecified, we
explore three reasonable schemes that, although not all-
inclusive, illustrate behavior of the PF scheduler.

Average of average throughputs. A simple scheme is to
choose the average of average throughputs of all existing
users in this cell as the initial average throughput of the
new user.

Minimum of average throughputs. Since new users often
join a cell from the edge of the cell, they are expected to have
the poorest channel condition. Therefore, this scheme
chooses the minimum of average throughputs of all existing
users as the initial average throughput of the new user.

Determined by the user. Finally, since users perform
tasks such as measuring channel quality and pilot for
multiple cells, an intuitive scheme is to let users report their
initial average throughput.

Attack results. Fig. 1a shows the fraction of time slots
that the attackers acquired where there was one attacker
per cell of 50 users and the attackers determined their
initial throughput. It shows that after about 2,000 time
slots, the attackers consistently obtained about 78 percent
of all the slots, a condition that we call the stabilization of
the attack. In simulating different number of attackers per
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cell and different schemes for assigning the initial average
throughput, we noticed that the attack stabilized well
before 36 seconds.

Fig. 1b shows the total number of time slots that the
attackers obtained in 36 seconds. Unsurprisingly, the more
attackers per cell, the more time slots they can obtained.
However, even with just one attacker per cell, the attackers
obtained from 13,459 (74 percent) to 16,241 (90 percent) time
slots, depending on the scheme by which the scheduler
assigns the initial average throughput. Among the three
schemes, the scheme that let the user provide this initial
value is the most vulnerable, where one attacker obtained
16,241 (90 percent) time slots, while five attackers obtained
17,317 (96 percent) time slots.

4.2.3 Realistic Intercell Attack

In simulations presented above, attackers knew at every
time slot all other users’ channel conditions and their
average throughputs. In practice, however, attackers need
on-the-fly adjustment of the estimated maximum CQI-to-
throughput ratio of all the victim users. This is because each
user’s average throughput, in every time slot, will increase
by � � CQI if he is scheduled, and decrease by a factor of
ð1� �Þ otherwise. We propose the following scheme for
adjusting the maximum ratio estimation.

Let cðtÞ be the estimated maximum CQI-to-throughput
ratio at time t and RiðtÞ be the average throughput of user i

at time t. If the attacker is scheduled at time t, the average
throughput of all the other users will decrease, RiðtÞ ¼
ð1� �Þ �Riðt� 1Þ. Since cðtÞ estimates the largest RiðtÞ of
all the victim users, it increases at the same rate,
cðtþ 1Þ ¼ cðtÞ=ð1� �Þ. When the attacker is not scheduled,
on the other hand, only the average rate of the victim user
who is scheduled will increase. Therefore,

cðtþ 1Þ ¼ max
i

CQIiðtþ 1Þ
RiðtÞ

� max
i

CQIiðtþ 1Þ
Riðt� 1Þð1� �Þ þ �

N � CQIiðtÞ

¼ max
i

CQIiðtþ1Þ
Riðt�1Þ

ð1� �Þ þ �
N �

CQIiðtÞ
Riðt�1Þ

� cðtÞ
ð1� �Þ þ �

N � cðtÞ
:

ð10Þ

Some approximations are involved in the above
estimation. First, on average, a victim user gets scheduled
once every N times when the attacker is not scheduled.
Therefore, the average rate of a victim user will increase
by � � CQIiðtÞ=N approximately when the attacker is not
scheduled. Second, when a user is scheduled, his CQI-to-
throughput ratio is the maximum among all users. Thus,
its value of CQIiðtÞ=Riðt� 1Þ is approximately cðtÞ.
Equation (10) summarizes our analysis:

cðtþ 1Þ ¼ cðtÞ=ð1� �Þ; scheduled;
cðtÞ=ð1þ � � ðcðtÞ � 1ÞÞ; not scheduled;

�
ð11Þ

where � and � are the functions of �. We used � and �
instead of � to compensate for the possible errors in our
estimation of the maximum CQI-to-throughput ratio, and
determined them empirically.

Attack results. Fig. 2a shows the number of time slots
obtained using our prediction strategy. When there is a
single attacker per cell of 50 users, the attackers (one in each
cell) may obtain between 11,583 (64 percent) and 15,874
(88 percent) time slots, depending on the scheme for
assigning initial average throughput. When there are five
attackers per cell, they can obtain between 14,353 (79 percent)
and 17,136 (95 percent) time slots. Next, Fig. 2b illustrates
the accuracy of our prediction scheme simulation. Regard-
less of the initial average throughput the scheme used, the
attackers could always obtain more than 85 percent of the
time slots that they would obtain in the ideal simulation
(where attackers know the CQIs of the victims). Also, notice
the high accuracy of the prediction scheme if the PF
scheduler’s initial average throughput is user-provided.

Attack impact on throughput. In Fig. 3, before the attack,
users’ downlink speeds are in range of 40-55 kbps. By
comparison, during the attack with a single attacker, each
victim’s downlink speed has dwindled to 10-15 kbps, while
the attacker enjoys almost 1.5 Mbps.

Attack impact on average delay. In Fig. 4, before the
attack, the average interpacket transmission delay is about
0.01 s. During the attack, the delay increases to 0.81 s with
one attacker present and to 1.8 s with five attackers present.

Attack impact on VoIP. As an example of the attack’s
impact on delay-sensitive applications, we examined VoIP,
which cellular providers now offer. VoIP imposes a rigorous
requirement on packet delay: 0-150 ms delay is acceptable,
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Fig. 1. Attack on PF where the attackers know the victims’ CQIs.
(a) Fraction of time slots acquired by two attackers, one per cell of
50 users. (b) Time slots occupied by the attackers in 36 seconds
(18,072 time slots). The three lines represent different schemes for
assigning the initial average throughput by the base station.
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150-400 ms delay might be tolerable, but any delay over
400 ms is disruptive [10]. Additionally, streaming clients

employ play out buffers where stream packets are initially

buffered in anticipation of expected network delay and
possible jitter. This delay budget is end-to-end, including the

uplink delay from the sender (U), the transmission delay over

the Internet (T , at least 100 ms across the continental USA),
the downlink delay to the user (D), and other processing

delays for VoIP (O, about 101 ms) [37]. As one attacker can
cause 0.81 s downlink delay for victim users, the end-to-end

VoIP application delay of all (victim) users in the attacker’s

cell is at least T þDþO ¼ 0:10þ 0:81þ 0:10 ¼ 1:01 s. If five
attackers colluded, the end-to-end delay on users’ VoIP

applications increases to 0:10þ 1:80þ 0:10 ¼ 2:01 s. Gener-
ally speaking, the quality of a VoIP transmission is unaffected

if the total packet loss is less than 5 percent of total packets

sent [38]. Therefore, excessive delay caused by the attack
would render VoIP services useless as undelivered packets

dropped during the attack could not be recovered by typical

packet-loss-concealment techniques. Additionally, constant
buffer underflows would undermine the role of play out

buffers as well. As a comparison, geostationary satellite
latency is only between 0.24-0.28 ms, which is between

4-8 times shorter than the delay caused by the attack.

4.3 Temporal Fair Attacks

The essence of the TF attack is similar to that of the PF.
When the attack starts, the attacker reports a CQI high
enough to obtain the next several time slots. During this
process, the offset value of the user keeps decreasing. Once
the offset value is low enough such that the user cannot
report higher CQI to obtain further time slots, the attackers
hand off to an adjacent cell. To elaborate, TF schedules
users according to Qð~UÞ ¼ arg maxiðUi þ viÞ, where vis are
nonnegative Lagrange Multipliers associated with the
constraints of each user. We used stochastic approximation
[8] to calculate vis. Each user starts with vi ¼ 0. Then, in
each time slot, we calculate the next

viðtþ 1Þ ¼ viðtÞ þ
1

t

�
IfQð~UðtÞÞ¼ig � ri

�
;

where IfQð~UðtÞÞ¼ig is an indicator function such that

IfQð~UðtÞ¼iÞg ¼ 1 if user i is selected for scheduling, and 0

otherwise. Recall that ri is the minimum percentage of time

when the user i should be able to utilize the spectrum.

Therefore, the offset value decreases as the attacker obtains

more time slots.

4.3.1 Collusion Strategies

Multiple attackers could use the same collusion strategies as
with the PF attack.
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Fig. 3. The impact of PF attack, on average, throughput. The figures on
the left and right show the distribution of average throughput of all the
users after and before the attack, respectively.

Fig. 2. Attack on PF without knowing victims’ CQIs. Each subfigure
shows three curves, each representing a different scheme for assigning
the initial average throughput. (a) Time slots acquired by the attackers in
18,072 slots. (b) Fraction of time slots acquired by the attackers without
knowing the victims’ CQIs compared to those with knowing victims’
CQIs.

Fig. 4. Average delay of victim users during the attack on PF.
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Sequential attack. Attacker with the smallest average
throughput RiðtÞ starts the attack and obtains as many
consecutive time slots as possible, while the other attackers
lurk. When the active attacker’s offset gets too large, it stops
the attack, while the attacker with the smallest average
throughput takes over the attack.

Minimum CQI attack. At each time slot, each attacker,
given its current average data rate, computes the minimum
CQI that it needs to obtain the largest offset. The attacker with
the smallest computed CQI becomes the current attacker.

Delta CQI attack. At each time slot t, each attacker i
computes �iðtÞ ¼ jCQIiðtÞ � CQIiðt� 1Þj. The attacker with
the smallest �iðtÞ becomes the current attacker.

Attack results. Again, we ran simulations for 18,072 time
slots, or about 36 seconds, in cells of 50 users. We repeated
each simulation 100 times. We reused all the nonscheduler-
related parameters for PF and changed only the scheduling
algorithm to TF. In all our experiments, attacks stabilized well
before the end of the run. Additionally, we only ran the most
realistic attack where attackers did not know victim users’
CQIs, and therefore, had to adjust their offsets on-the-fly.

As expected, intracell attacks again prove to be
ineffective—One attacker captured 17, while five attackers
captured 83 consecutive time slots. However, during
intercell attacks, five colluding attackers always captured
more than 81 percent of time slots (Fig. 5a). Unsurprisingly,

the best colluding scheme was user-provided initial offset
where five colluding attackers captured 94 percent of time
slots. Fig. 5b shows that the attackers without knowing the
victims’ CQIs could still obtain more than 80 percent of the
time slots that they would obtain when knowing
the victims’ CQIs. Fig. 6 shows the attack’s impact on the
average throughput of victim users, and Fig. 7 shows the
average delay of victim users during the attack.

5 DEFENSE STRATEGIES

To defend against attacks on opportunistic schedulers, we
first evaluate a set of variations of the PF and TF scheduler.
Then, we propose a new handoff scheme that can effectively
prevent the attacks.

5.1 Scheduler Modifications

We have discussed the pure PF and TF schedulers so far.
There are, however, variations of the PF (TF) scheduler,
known as hybrid PF (TF) schedulers. These hybrid PF (TF)
schedulers were proposed for Quality of Service (QoS).
Here, we examine how resilient they are against the attacks
discussed in previous sections.

5.1.1 Priority Queue

The base station can use priority queues to alleviate the
impact of attacks outlined in the previous section. In
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Fig. 5. Attack on TF without knowing victims’ CQIs. Each subfigure
shows three curves, each representing a different scheme for assigning
the initial average throughput. (a) Time slots acquired by the attackers in
18,072 slots. (b) Fraction of time slots acquired by attackers without
knowing victims’ CQIs compared to those with knowing victims’ CQIs.

Fig. 6. The impact of TF attack, on average, throughput. The figures on
the left and right show the distribution of average throughput of all the
users after and before the attack, respectively.

Fig. 7. Average delay of victim users during the attack on TF.
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particular, the base station can schedule traffic with delay
constraints, such as VoIP traffic, with high priority while
scheduling other traffic, such as Web browsing, with low
priority. For instance, the scheduler can update a priority
scheduling candidate set with devices that have VoIP
packets buffered at the base station, that have pending
retransmissions in their HARQ manager, or whose head-of-
line packet delay is greater than some value [40]. Because
the number of high-priority users is relatively small, these
users have much better delay performance. Thus, the effect
of the attack will be mitigated. The actual impact of priority
queue depends on the extent of system manipulation by the
attacker. For instance, an attacker may opt out of the
priority set if he needs to stay dormant to lower his average
throughput value. He can achieve this by keeping his buffer
at the base station empty or by reporting extremely low CQI
values. During the attack, the attacker can opt into the
priority set through one of the following methods:
masquerading as a high-priority user (such as a VoIP user),
triggering fast retransmissions, and underflowing the buffer
at the base station (if the queue length is considered in
scheduling decisions).

5.1.2 Round-Robin

Typically, system designers have to balance trade-offs
between short-term performance and overall throughput.
To improve the delay performance (i.e., a form of short-term
fairness), any scheduler can be combined with round-robin
scheduler but with additional constraints such that each
user should get scheduled for m TTIs within a certain time
window w, where m � w=N and N is the number of users to
be scheduled. Long-term PF fairness, on the other hand,
guarantees that each user obtains roughly the same number
of time slots over a long period of time (usually, during the
lifetime of a user—on the order of minutes). Long-term TF
fairness guarantees that each user achieves his predeter-
mined share of time slots. Choosing a smaller w and a larger
m improves short-term performance at the expense of
lowering the overall throughput. Conversely, choosing a
larger w and smaller m improves overall throughput, as the
scheduler has more flexibility in choosing a user with good
channel conditions, at the expense of short-term perfor-
mance. In both these cases, the impact of the attacker can be
largely mitigated because the attacker cannot obtain more
than one time slot within a time window of w.

5.1.3 Other Hybrid Schedulers

Besides round-robin, there are other schemes that improve
the delay performance. For example, the exponential queue
scheduler takes the head-of-line packet delay into schedul-
ing decision [41]. The impact of short-term constraints, on
the other hand, depends on the schemes and parameters
used. Attack resilience increases as the short-term con-
straint becomes more restrictive, but the overall throughput
decreases because the scheduler has to schedule users given
the short-term constraint.

5.2 Robust Handoff Scheme

Section 4 shows that the intracell attack is not effective,
because the attackers cannot acquire time slots perpetually.
However, attackers can exploit the handoff procedure to
launch a much more effective, intercell attack. We now
propose a robust handoff scheme to prevent such

exploitation. We focus the discussion on the PF scheduler
although it applies to TF as well.

Consider a scenario where a user moves from cell A to
cell B. The base stations covering these two cells can negotiate
an initial average throughput value for the user in cell B. The
optimal initial value in cell B may not necessarily be the
average value in cell A. This initial value will affect both
security and system performance. It should be set high
enough to remove the advantage of an oft-handoff attacker,
but not too high to cause excessive delays on benign users. In
terms of system performance, this value should be set to
provide a smooth transition between two cells such that the
handoff user will neither acquire nor lose advantage over the
current users in the new cell. Finally, to be fair, this value
should reflect the transient behavior of the handoff user.

Consider the special case where the relative channel
fluctuations of users are statistically identical and indepen-
dent. This assumption roughly holds when users experience
Rayleigh fading and the achievable rate is linear to the
channel condition. In this special case where relative
channel fluctuations depend only on small-scale fading,
such as scattering, the fading environment is often
statistically identical for all users in a cell. For example, in
an urban environment, users experience rich scattering, and
thus, Rayleigh fading. Note that users can have different
average channel conditions, e.g., depending on their distance
to the base station.

When users experience statistically identical and inde-
pendent relative channel fluctuations, multiuser diversity
gain depends only on the number of users in a cell and the
statistics of the channel fluctuation [42]. Assuming statio-
narity and ergodicity, the expectation of the average user
throughput EðRÞ can be expressed as

EðRÞ ¼ EðCQIÞGðNÞ
N

; ð12Þ

where CQI is a random variable representing the user’s
channel condition, N is the number of cell users, EðCQIÞ=N
is the average throughput of the user without opportunistic
scheduling, and GðNÞ is the opportunistic scheduling gain.

We propose the following heuristic to set the initial value
of the handoff user. Consider that a user moves from cell A
to cell B. Let CQIA and CQIB represent the channel
condition of the user in cells A and B, respectively. Note
that CQIA and CQIB are random variables. Let NA and NB

be the number of users in cells A and B, respectively. Let RA

be the current average rate of the user before handoff. The
initial value after handoff, Rinit

B , is set as

Rinit
B ¼ RAðiÞ

EðCQIAÞ GðNAÞ
NA

EðCQIBÞ
GðNBÞ
NB

� ð1� �Þ

¼ RAðiÞ
EðRAÞ

EðRBÞ � 1� 1

tc

� �
;

ð13Þ

where EðCQIAÞ GðNAÞ
NA

is the expected rate of the user in

cell A (following (11)),

EðCQIBÞ
GðNBÞ
NB
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is the expected rate of the user in cell B, and tc is the time
window over which the average rate is calculated. In
developing this formula, one should not set the initial value
after handoff to be too high to disadvantage the user; the
value needs to be just high enough to deter attacks. For
example, setting the initial value naively to

Rinit
B ¼ RA

EðRAÞ
EðRBÞ � 1� 1

tc

� �
ð14Þ

may cause benign users unjustifiable delays. Typically, the

ratio for a benign user is determined by whether the user

is in a favorable (with respect to its expectation) or a

hindering position. This fact is taken into consideration in

the handoff procedure for fairness. In general, we expect

RA � EðCQIAÞ GðNAÞ
NA

. We also note that EðRinit
B Þ ¼ EðRBÞ,

which indicates that the user is in a fair position in the

new cell. In other words, (13) is an unbiased estimation

for the value of Rinit
B .

In practice, the values of RA, NA, and NB are known. The
values of Gð�Þ, CQIA, and CQIB can be estimated. During
an attack, an attacker may manipulate its CQIB to acquire
unfair advantages. Because often a user hands off to a new
cell with stronger signal strength, EðCQIBÞ � EðCQIAÞ. On
the other hand, EðCQIBÞ should not be significantly higher
than EðCQIAÞ, because otherwise, the handoff should have
been initiated earlier. Additionally, GðNAÞ � logðNAÞ and
GðNBÞ � logðNBÞ. Therefore, to deter attackers and avoid
estimating CQIA and CQIB, we can set

Rinit
B � RAðiÞ

logðNAÞ
NA

logðNBÞ
NB

� 1� 1

tc

� �
: ð15Þ

We use a similar strategy to defend against the attack on
the TF scheduler. While the PF defense adjusts the average
data rate during handoff, the TF defense adjusts the offset
using the following formula:

vinitB � vAðiÞ
logðNAÞ
NA

logðNBÞ
NB

� 1� 1

tc

� �
: ð16Þ

5.2.1 Evaluation of the Robust Scheduler

To examine the effectiveness of our robust handoff proce-
dure, we ran simulations on two cells (A andB) with varying
number of users (NA and NB for cells A and B, respectively)

and varying number of attackers per cell (M). For simplicity,
we assume that each cell has the same number of attackers.
Table 1 summarizes the results. For example, when there is
one attacker per cell andNA ¼ 10 andNB ¼ 50, he or she can
acquire 92 percent time slots in cell A. Whereas with our
robust handoff procedure, the attacker can acquire only
11.5 percent time slots, which not only is substantially lower,
but also is close to the long-term fairness goal of the PF
scheduler (10 percent). In simulating the same robust
handoff procedure on TF using the same parameters, the
attackers acquired only 12.9 percent time slots in cell A. As
another example, when there are five attackers per cell and
NA ¼ 10 and NB ¼ 50, without the robust handoff proce-
dure, the attackers on PF acquired 94.8 percent time slots,
whereas with the robust handoff procedure, the attackers
acquired only 51.2 percent time slots—again close to the
long-term fairness goal of PF (50 percent time slots). With the
robust handoff procedure on TF, the attackers acquired
about 54.6 percent time slots.

6 RELATED WORK

Studies on the security of 3G networks began to appear in
recent years [43], [44], [45]. Sridharan et al. modeled the
uplink channel in EV-DO and suggested that malicious
users could modify their power transmission levels to cause
interference on honest users [46]. Our work, on the other
hand, concentrates on the downlink due to its considerably
higher bandwidth. Furthermore, we also develop attacks as
well as provide defense.

As resources on cellular networks are much more limited
than those on the Internet, Denial of service (DoS) attacks on
cellular networks have risen to prominence. Agarwal et al.
[47] conducted a capacity analysis of shared control
channels used for SMS delivery. They concluded that
increasing volume and message sizes can significantly
affect network performance. Enck et al. [48] introduced a
DoS attack by sending a sufficient rate of SMS messages to a
range of local cell phones. Traynor et al. [49] evaluated this
attack using in a GSM simulator and proposed mitigation
strategies. Furthermore, Traynor et al. pointed out that
despite efforts to securely overlay a packet-switched net-
work onto a circuit-switched network, connection establish-
ment is still vulnerable to low-bandwidth DoS attacks [50].
Racic et al. [31] showed that attackers can deplete cellular
phones’ batteries up to 22 times faster by exploiting
Multimedia Messaging Service (MMS) and data packet
services in the cellular network. All these studies focused
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TABLE 1
Percentage of Time Slots Acquired by Attackers with and without Robust Handoff Procedure
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on attacks originating from outside the cellular network,
usually from the Internet. In contrast, this work focuses on
DoS attacks from inside the cellular network using existing
mobile devices, such as cellular phones and 3G cards.

Significant amount of research has been conducted on
efficient resource sharing in cellular networks. In particu-
lar, researchers in [8], [23], [51], [52] extensively studied
opportunistic scheduling algorithms. However, prior work
focused on improving system performance under various
system constraints and requirements, including the effect
on TCP performance [24], [25], instability [26], and multi-
cell scheduling [29]. Moreover, Vukadinovic and Karlsson
[53] argue strongly that opportunistic schedulers, and PF
in particular, may not provide users with the best
performance when streaming flows constitute a significant
share of the traffic load. In contrast to these studies, we
consider the threat of malicious users and their impact.
While (artificial) handoff has been considered for load-
balancing in [29], [54], we propose a method for assigning
good initial values for security.

Concurrently with and independently of our work, Bali
et al. have shown that a sudden arrival of packets to a
malicious mobile device whose buffer had been empty for a
period of time can starve constant network flow of a victim
mobile device [6]. The authors experimented on an isolated
EV-DO network testbed using two devices. Their exploit
indirectly influenced the PF scheduler by sending bursty
traffic. By contrast, our attack directly manipulates the PF
scheduler by sending fake CQI reports, which has much
bigger impact. Our attack outperformed theirs in a
simulation under the same network condition. In a cell
with only two users, our attack occupied 1,198 consecutive
slots, while their method occupied only 529 slots. In a cell
with 50 users, our method occupied 65 slots, while theirs
occupied only 20 slots. Moreover, since their attack exploits
the fact that a user’s average rate drops when his or hers
buffer is empty, the network can mitigate their attack by
limiting the decrease of average throughput when the
buffer is empty [28]. Finally, we also discovered a
vulnerability in the handoff procedure that, in addition to
the vulnerability of fake CQI reports, could perpetually
attack PF and TF scheduler. Furthermore, we proposed a
robust handoff algorithm that mitigates the attack.

7 CONCLUSION

We have shown that cellular data networks are vulnerable
to DoS attacks by malicious mobile devices because of the
following vulnerabilities:

. The network trusts mobile devices to report CQIs,
which the PF and TF schedulers use without
verification for assigning time slots. However,
malicious mobile devices can manipulate their
reported CQIs to gain a large number of time slots.

. The network does not track the average throughput
of mobile devices across different cells. Therefore,
malicious devices can maintain perpetual schedul-
ing priority by frequent handoffs.

Our simulations show that just one attacker per cell can
decrease the throughput and increase the delay of victim
users significantly enough to disrupt time-sensitive data

services, such as VoIP. Moreover, multiple attackers can
collaborate to aggravate the attack. To defend against the
attacks, we discuss modifications to the PF and TF
schedulers, and propose a robust handoff procedure.
Simulations show that our robust handoff procedure effec-
tively enforces long-term fairness and prevents the attacks.
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