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Abstract—We study the problem of reliably provisioning time. However, since this offline scheme fails to fully adapt
traffic in high-capacity backbone mesh networks supporting to changing network conditions, it may not be very practical.
virtual concatenation (VCAT). VCAT enables a connection to be Since many decisions for network management must be

inversely multiplexed on to multiple paths, a feature that has de i It fficient onli h tial. |
many advantages over conventional single-path provisioning. We made In real ime, eificient onliné schemes are essential. In

propose improved routing algorithms which use minimum-cost the online reliable QoS provisioning problem that we study, a

flow to find efficient collections of paths that satisfy the traffic series of bandwidth requests are issued dynamically and each

requests. ) request must be scheduled as it arrives. Once a request has
We first investigate the performance of our scheme under a pean gcheduled, it cannot be rerouted. If a request cannot be

uniform setting with symmetric traffic distribution and equal tisfied. it i ‘ected. Th th £ 1101 studied thi bl

link capacities. We then apply our algorithm in a more realistic sa 'S_'e 1S r?JeC ed. The authors of [10] stu .'e IS pro .em

setting with asymmetric traffic and differing link capacities. ~ for high-capacity backbone mesh networks with possible link

Results show that our algorithm is an attractive approach in both  failures. They proposed a new metréffective bandwidthto

the uniform and non-uniform settings, and much more effective measure the expected amount of available bandwidth provi-

than previously proposed schemes. Our study in the non-uniform  gisneq for a connection over multiple paths.

setting is significant as it gives insight into the performance of Wi ltioath heuristic that | thi

our algorithm under more realistic scenarios. € proposel a_ neW ml.J I-pa eunstic that solves this

problem and significantly improves on the results from [10].

. INTRODUCTION While the prior heuristic focuses on finding setssafparate

With the rise of critical Internet applications, satisfyinlfhoocé p?thst' (é;” a?pro_?ﬁh seeks pat_h_s Joettly T?Ik € up h
customer reliability requirements is becoming increasingly i ne best set. Lur algoriihm uses a minimum-cost flow In the
portant. A common quality of service (Q0S) metric is servic etwork to find an efficient collection of paths that meets the
reliability. Reliability is measured by connectiawailability - ba”d"‘.’t'dthbreq“es" This methﬁg a"t‘)’WS s 0 preserve r.‘t‘;'lt""‘:”‘
the probability that a connection will be found in the operatin apacily by consuming as fittie bandwi as possivie 1o
state at a random time [5]. Various routing schemes ha ?tlsfy a request. We also present an improved version of this

s L . : orithm which more effectively utilizes network bandwidth
been proposed that maintain reliability by handling fallure%’glimitin the overuse of an yarticular link. This technique
One approach is pathprotection[3], [11], in which backup ?j%\)/ help% 0 reduce nk Conégstion . q
routing paths are reserved during connection setup to co S : '

: : : . : e first investigate the performance of our schemes under a
with failures in the primary paths. The drawback to protection form settin vsith S mrﬁetric traffic distribution and equal
schemes is that they require additional network resources 5 Capacitiesg We th)én extend our study to a non unﬂ‘orm
therefore an extra cost for the network operator. Another . ) ' i ; e . o
approach igestoration[9], [L1], in which backup paths are setting with asymmetric traffic and differing link capacities.

discovered dynamicallyafter a link failure. However, since The latter results give us a better understanding of how

recovery must be performed after the failure has occurr tH,e algorithms would perform in practice. Non-uniformity

restoration schemes take more time than protection schem as been studied for computational grids [7], communication

Previous researchers have considered satisfying c g_twcl)rlés [8]’[13]’_ a?hd sft_or?ge net\{{vorlf{sc[112]. Howgfver, tto (f)ur
tomer availability requirements usingingle path rout- nowledge, ours Is the first paper 1o study non-uniformity tor

ing schemes [14]. Next-generation networks, suchnas availability-aware multi-path routing.

SONET/SDH, supporting virtual concatenatiowear) [6] al- Our simulation results show that by finding better sets

low connections to be provisioned on multiple paths. Mquf paths that preserve network capacity, our algorithm is

path routing has the obvious advantage of better fault t(ni-ghly successful. For a typica)S nationwide topology with

erance. It provides more effective utilization of network rer_ealistic and asymmetric traff_ic distribution, under a heavy
b A ad of 400 Erlangs, our algorithm can schedule 99.9% of the

sources, and relieves link congestion and delay. An offli & ) .
multi-path routing scheme has been proposed to handle r{é‘%squests and 99.7% of the requested bandwidth. Our algorithm
[

work traffic in mesh networks [2]. Although the approach 0 performs signifigantly betFer than prior scheme; in both
called “dynamic”, all routing computation is done offline, andm'form and non-uniform settings. However, the difference

a database of routing information is indexed at call set-ﬁﬂ _|mp_rovement in the non-uniform setting is substann_al,
indicating that our approach would be much more effective

This work has been supported by NSF Grant No. CNS-05-20190. for practical networks.



The remainder of this paper is organized as follows: Sec-
tion 1l describes the QoS problem we are investigating. Sec-
tion Il presents our multi-path routing algorithms. Section 1V
provides our illustrative results. Finally, Section V presents
our conclusions.

II. THE MAXIMUM BANDWIDTH PROBLEM

The reliable multi-path provisioning problem is modeled
in [10] as theMAXBAND problem. The goal is to establish
a connection between two nodesand d, and send unitst
of effectivebandwidth froms to d. For a pathP, with & Fig. 1. Sample network topology.
edgesd, e1, e, ..., e, if the respective availabilities of these
edges arexy,as,...,ax, then the availability of the path is @
A=aj-ay-...-a. Assuming that all links fail independently, NN
A is the probability thatP is properly functioning. If the / \\
respective capacities on the edges Pfare ¢, co,.. ., c, // N
then the effective bandwidth aP is A-c,,;,, Wherec,,in, = (?%___ /;)— _2__><T>_ - *@

A
/

mini<;<k(c;). Given a set of pathsr = P, Ps,..., Py, s
with respective availabilitiegl|, As, ..., A,,, if by, ba, ... by, Y ,
units of bandwidth are sent along these paths, then the total *0\\ @ /10
effective bandwidth ofr is > | A;-b;. < (
TheMAXBAND problem takes as input a directed graph= [q
(V,E), where each edge i has an availabilitys € (0, 1) e
and a non-negative integer capacity; and a connection request
(<s, d, b>), wheres,d € V, s is the source nodef is the gy 5
destination node, anflis the effective bandwidth requirement.
The MAXBAND problem is to find a set of paths fromto d
such that the effective bandwidth fromto d is > b, while For this example, suppose the requess,(d, 11), has been
maintaininge; > 0 for all e € E. issued. MAXFLow will first choose the path with highest
Since even the off-line version oiAXBAND is NP-hard, availability, s-c-g-h-d even though it is the longest path. It will
efficient heuristics are needed to solve this problem. Tkend 10 units of flow along this path. In the next iteration, it
MAXFLOW heuristic was developed and tested in [10]. Th&ill choose paths-a-f-d Since the availability of these paths
algorithm first finds a set of candidate “good” edges. Amorig less than 1, a request for 11 units of effective bandwidth
these edges, it then iteratively seeks the path of highest avaibuld require at least 12 units of total bandwidth. Therefore,
ability until the set of paths found provides enough effectiveaxrLow would send 2 units of flow along-a-f-d Clearly,
bandwidth or until no more paths can be foumthxFLOW this is not the ideal set of paths, since the request can be
outputs a set of paths that satisfies the effective bandwidihtisfied without using the longest path.
request if it finds such a set; otherwise the request is rejectediVe found two drawbacks with th&AXFLOW heuristic.
and no paths are assigned. The experimental network used wist, the maximum availability path is not always the shortest
a US nationwide network topology which resembles a welpattf. Using the shortest path that satisfies the bandwidth
connected carrier's backbone topology [15] (see Fig. 1). Thequest usually allows us to consume the minimum amount of
links were bidirectional and link availabilities were uniformlynetwork bandwidth required to satisfy the request. Therefore,
distributed over the values [0.9999, 0.99999, 0.999999]. Singea shorter path (which is slightly less reliable) provides
link availabilities are less than 1, all path availabilities wilenough bandwidth for the given request, it should be used over
also be less than 1. Therefore, to satisfy an effective bandwidthonger path with higher availability. Second, texFLow
request ofb units, it is always necessary to consume at leaglgorithm does not take full advantage of the multi-path
b+ 1 units (we will show in Section II-A that in this setting,feature. In many cases, although the maximum availability
exactlyb + 1 units will be sufficient). path may be the bedtingle path, it may not be part of a
Figure 2 shows an example mAXFLOW's approach. Edges set of the besmultiple paths.
on the graph that have a non-zero flow are indicated byWe propose a new heuristic to address thexBAND
dashed lines and the flow amounts are shown below the edgesblem. Our algorithmyiNcosT, takes advantage of the fact
The capacity on all the edges is 10 and the availabilities @fat using shorter paths to satisfy each request will reduce
all edges except (s,a) and (s,b) is 0.999999. Edge (s,a) t&s amount of bandwidth consumed from the network (see
availability 0.99999 and edge (s,b) has availability 0.999%igure 3). It also exploits the use of multi-paths by finding

Example ofvAXFLOW scheme.

10ne unit of bandwidth in asonET-based network is STS-1~{( 51.84 3Assume that bandwidth need is deterministic so that all the bandwidth on
Mbps). a link can be used as in a time-division multiplexing (TDM) link.
2In this paper, we use the termesigeand link interchangeably. 4The length of a path is the number of edges in the path.



the set ofglobally optimum paths that satisfies the current ’@\

i N
bandwidth request. 10// 0
// N

. S J &

A. Th.e Effect of Fractional F’ath Ava|lab|I|t|e§ . (S\% L *(/; /f\} . @
While the maxFLoOw algorithm seeks the highest availabil- L AR yF

ity path, our algorithm initially ignores the path availabilities o “A // /
and aims to find the shortest paths that can satisfy the requests. @ 2 /
Given the network settings used in [10] (which are similar to \ {
realistic observed settings), this approach of not prioritizing (/S e
availabilities maintains practicality. In our experimental runs ~ (e

using the same topology, we found that the average path
length was 3. A path of length 3, with each link having thé&ig- 3. Example ofviNCOST scheme.
lowest possible availability, would have an overall availability
of O.9999><0_.9999><O.9999= 0.9997, which is St[l|| F:Iose to 1-Algorithm 1 MINCOST(< s,d,b >,G = (V,E),C : E —
For the settings used in [10], we find that 1 units is always 7+ 4. p _, (0,1))
enough to satisfy a request fbunits of effective bandwidth — ’
) . ) 1: Assign each edge € E a costw(e) = 1.

For example, if 96 units of bandwidth are requested, and @ _: -

: - . o 2. Find the set of pathsy, that makes up the minimum cost
path with availability 0.9997 is found, then by retrieving 97

. ) . . g . flow from s to d of valueb + 1.
units of bandwidth from this path we will obtain an effective 2 if Such a set existen
bandwidth of 9%0.9997 = 96.9709, which is more than ° ) N .
. - S . Reduce the capacity of every link inby its new flow.
enough to satisfy the request. The high link availabilities and Provisionina Successful
the short path lengths that are characteristic of the network 9 '
: . L b oelse
topology generally allow for paths with high availabilities. . .
- L . . 6: Reject this request.

MAXFLOW'’s approach of finding highly reliable paths to deal 7 end if
with bandwidth loss incurred from fractional availabilities is—
rather unnecessary and can be avoided by simply retrieving an
additional unit of bandwidth.

The steps of our algorithm are shown Agorithm 1.
Our approach can be implemented efficiently using a simple

_ _ _ _ minimum-cost flow algorithm [1], and in our simulations the
Given a connection request, thencosT algorithm finds a average number of paths needed was only 1.2.

set of paths that will result in the minimum overall bandwidth oyr algorithm requires a bit more computation than

consumption from the network. The algorithm first sets thaxr ow. However, our simulatichresults show that even
cost of each edge in the underlying graphto 1. If edges yjithout any code optimizations, both algorithms take only
e1,€2,...,€; With COSts wy,wy,...,wy are assigned new 3 few milliseconds to process a request. The difference in

flows f1, fa, ..., fx, then the cost of this flow i$_;_,wi-fi.  computation time is a small tradeoff for the performance
Given a connection requesss, d, b>, themiNCOsT algorithm  jmprovements achieved byincosT.

finds the set of paths that forms the minimum cost flow from
stod of .valueb +1. As nqted earlltlar,' a flow ob + 1 will A. TheMINCOSTADD Algorithm
satisfy this request. By finding the minimum cost flow, we are T . _
able to minimize the sum of the flows in all the edges used Congestion is a common problem that arises when a series
for this request [1]. of network requests is issued. Edges which lie on the shortest
Figure 3 showsviNCOSTs approach for the previous ex-Paths f_or many npde pairs are likely to be accessed frque_ntly.
ample. Assume the same link availabilities and capacities, aH@|avoid congestion, the use of these edges should be limited.
that the same request$, d, 11>) has been issued as in Fig. 2For example, Fig. 4 shows a subgraph of the topology used
TheMINCOST algorithm sends 10 units of flow along patra- N this study. In this example, edge (6, 11) lies on the shortest
e-d and 2 units along patb-b-f-d Although bothmaxFLow  Path between several node pairs such as: 1 and 12, 1 and 19,
and MINCOST are able to satisfy the requestincosT does and 1 and 20. In general, popular edges like (6, 11) should be
so by consuming 103+2x3=36 units of bandwidth whereasSaved when it is still possible to efficiently (i.e., without using
MAXELOW consumes 104+2x3=46 units. significantly more edges) satisfy a request with a less popular
Note that in the same example, if a request for slight§dge. If a request .between nodes 1 and 12 was issued, then
higher bandwidth, for example 22 units, had been issué®jPreserve bandwidth on edge (6, 11), pat6-9-12should
instead,MINCOST would satisfy it by sending 10 units alongP® chosen over the path containing edge (6, 11).
paths-a-e-d 10 units along patk-b-f-dand 3 units along path ~ €ongestion also occurs when certain nodes are requested

s-c-g-h-d However,MAXFLOW would reject this request. more frequently than others. The bandwidth on the edges
adjacent to these nodes diminishes faster than on other edges.
5The maximum amount of bandwidth requested is 96 units. Therefore, as
long as the path length is less than= logg.9999) % = 103, b+ 1 units 60ur simulations were run on a personal computer with a 1.7-GHz Pentium
will be sufficient to satisfy a request férunits. M processor and 2GB of RAM.

IIl. THE MINCOSTALGORITHM
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Fig. 4. Subgraph of sample topology.

Fraction of Unprovisioned Bandwidth

Clearly, we can imagine realistic situations in which this would
occur: in a network of U.S. cities, a link connecting two

major cities, such as New York and Boston, is likely to be S 1¢ ‘ ‘ ‘ ‘ ‘
accessed more frequently than a link connecting two small 100 200 300 400 500 600
cities. Suppose there are multiple paths that connect two small Load (Erlangs)

cities A and B, but one of these paths contains an eddkeat
connects New York to Boston. If a request franto B iS Fig. 5. Fraction of bandwidth blocked in uniform setting.
issued, we should avoid using edgédo satisfy this request.

This idea of preserving frequently accessed edges was our

motivation for modifying themINCOST algorithm. In the 0.999999]. We simulated 100,000 connection requests under

modified algorithmMINCOSTADD, each time an edge is used . . ¥ i
. . . . “these settings for various load leveldVe tested each algo
we increase its cost. Therefore, popular edges will have hlgr}ﬁﬁm while varying the load on the network from 100 Erlangs
costs and will be accessed less frequently. They will be usteod600 Erlanas
mainly for situations in which they are crucial for efficiently We appliec?tHEMINCOST andMINCOSTADD algorithms and
satisfying a request. _This mod.ification. .produces impr_ovecd mpared their performance to txrFLow algorithm. We
performance results with only minor additional Compmatlon%l(k;served the fraction of unprovisioned bandwidth (bandwidth
costs.

blocking probability), the fraction of unprovisioned requests

Ad!ust|ng the costs of edges allows us to easily tune t erobability of failure), and the number of satisfied requests
algorithm based on the network topology and frequency , .
efore the first failure occurs.

edge accesses. For example, if we are given the topolog :
ahead of time, and we know that a particular edge lies ony':or all load levelsmaxrLow is outperformed by both of

the shortest path for many node pairs, we can limit the u grdalgg{rl]thmsa Our altgor|thr;1§ hconS|stebntIy fprOVISIO? rgofre
of this edge by increasing its cost. Similarly, if the networ andwidth, and can satisfy a higher number of requests before

setting is not uniform and we are aware of the popular edg e first failure, and a higher number of requests in total.
%r moderate load (300 Erlangs)iINCOST andMINCOSTADD

we can relieve congestion by regulating the usage of th N .
edges. This feature of th@iNCcOSTADD algorithm makes it “block k?ss than at;"rdf of the tlnan(.j\r/]wdth blOCdeWFLOW |
both flexible and adaptive. It promotes more efficient use Eiee Fig. .5)' Both of our agorlt. ms are also 3 times less
network resources by allowing us to preserve edges which |rgly to fail tha_n MAXFLOW (see_Flg €). Under the same load,
more in demand. MINCOST satls_f|e_s more than tw!ce th_e number of requests that
MAXFLOW satisfies before the first failure, amdINCOSTADD
satisfies more than 3 times this amount (see Table I). Under
a load of 200 Erlangs, our algorithms are always successful,
whereasMAxFLOW has a few failures (approximately 140).

To evaluate the performance of our algorithms, we repli- The results illustrate the effectiveness of our algorithms.
cated the simulated dynamic network environment us@len under a moderate load level (300 Erlangs), our algo-
in [10]. The connection arrival process is Poisson and thighms satisfy more than 99.3% of the requests and more than
connection-holding time follows a negative exponential di®7% of the requested bandwidth.
tribution with unit mean. There are 16 wavelengths per link, To verify that themINCOST algorithm retains more band-
and the capacity of each i3c-192 (=10 Gbps), which is a width in the network thamaxFLow, we recorded the amount
realistic measure for today’s channel speeds. The bandwidthbandwidth consumed by each algorithm to satisfy 100,000
distribution of the connection requests is as follows: 52%equests under a light load (100 Erlarfgd)e found thamin -
of the requests are for 100Mb of bandwidth, 21% are fafosT consumes approximately 30 units per request whereas
150Mb, 10% are for 600Mb, 10% are for 1Gb, 4% areiaxFLOw consumes approximately 30.5 units, which is about
for 2.5Gb, 2% are for 5Gb, and the final 1% of requests67% higher.
are for 10Gb of bandwidth. This distribution follows typical
bandwidth distributions observed in realistic networks. In the’Load, measured in Erlangs, is defined as the product of the connection-
first set of simulations, we assume a uniform traffic distributicf{"va rate, the average connection-holding time, and a connection’s average

. ! o . bandwidth normalized in the unit dC-192.
over all node pairs. The availability of links were alssun”“':‘d‘jISSince under this load, neither algorithm failed for 100,000 requests, this
to be uniformly distributed over the values [0.9999, 0.99999¢tting made it easy to compare the amount of bandwidth consumed.

IV. ILLUSTRATIVE NUMERICAL EXAMPLES
A. Uniform Setting
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Fig. 6. Fraction of requests blocked in uniform setting.

NUMBER OF SUCCESSFUL REQUESTS BEFORE FIRST FAILURE IN UNIFORM

Load | maxflow | mincost | mincostadd
100 NF NF NF
200 7692 NF NF
300 4978 14120 17390
400 3919 8698 8953
500 3406 7449 7770
600 3600 6713 6957
TABLE |

SETTING (NF INDICATES NO FAILURES).

Bandwidth Blocking Probability

0.15
|

Fraction of Unprovisioned Bandwidth
0.10
|

-+ maxflow
——..mincostAdd

100

Fig. 7. Fraction of bandwidth blocked in non-uniform setting.

200

300

400 500 600

Load (Erlangs)

NUMBER OF SUCCESSFUL REQUESTS BEFORE FIRST FAILURE IN
NON-UNIFORM SETTING (NF INDICATES NO FAILURES).

Load | maxflow | mincostadd
100 NF NF
200 84186 NF
300 13667 NF
400 6467 29556
500 5569 16420
600 5923 11614

TABLE I

Probability of Failure

0.06
|

-+ maxflow
— mincostAdd

Fraction of Unprovisioned Requests

100 200 300 400 500 600

Load (Erlangs)

Fig. 8. Fraction of requests blocked in non-uniform setting.

Load | Uniform | Non-Uniform
200 200 200
300 101.48 200
400 43.40 176.17
500 19.82 63.87
600 14.00 27.50

TABLE 11l

MINCOSTADD’S PERFORMANCE GAIN OVER MAXFLOW- MEASURED BY
BANDWIDTH BLOCKING PROBABILITY (VALUES ARE PERCENTAGE$.

B. Non-Uniform Setting

Much of the published work in routing studies assumes
that requests are uniformly distributed among all node pairs.
In realistic networks, this assumption clearly does not hold.
Certain popular sites are more likely to be selected for a
connection request, whereas other sites will be selected less
frequently. To account for this asymmetry, network operators
are likely to supply links adjacent to the popular sites with
more bandwidth. To understand the relative performance of
MAXFLOW and our algorithms under more realistic conditions,
we ran simulations under a non-uniform setting. We used
the same network topology as in our uniform experiments.
However, in this new setting, we placed a bias on certain
nodes by forcing them to be selected more frequently for the
s-d pairs. These biased nodes are referred to as “large” nodes,
and all other nodes are referred to as “small”. We followed
the guidelines suggested by the Defense Advanced Research
Projects Agency (DARPA) [16] model and set 20% of the
nodes to be “large”. We chose the 20% of nodes with the
highest degree for this set (see Fig. 1). The remaining 80%
of nodes were “small”’. Following the guidelines, the traffic
was distributed as follows: 40% of the traffic was between
two large nodes, 40% of the traffic was between a large node
and a small node, and the remaining 20% of the traffic was
between two small nodes.

Links adjacent to large nodes were assigned twice as much
bandwidth (32 wavelengths, each=at0 Gbps) as other links.

All other settings in the non-uniform experiments were kept
the same as for the uniform case.



MINCOSTADD’S PERFORMANCE GAIN OVER MAXFLOW- MEASURED BY
PROBABILITY OF FAILURE (VALUES ARE PERCENTAGE$.

Load | Uniform | Non-Uniform
200 200 200
300 111.40 200
400 59.77 183.40
500 34.38 91.51
600 32.54 47.78

TABLE IV

asymmetric traffic and link capacities, even under a rela-
tively heavy load (400 ErlangsMINCOSTADD successfully
scheduled 99.9% of the requests and 99.7% of the requested
bandwidth. Results show that owriINCOSTADD algorithm

has significant performance improvements OWEXXFLOW

in both uniform and non-uniform settings. This difference is
especially notable in the non-uniform setting which indicates
that MINCOSTADD would be much more effective if used in

practice.

Figures 7 and 8 and Table Il show our results under the non-
uniform setting. For simplicity, we only companeaxrLow 1
to MINCOSTADD since the latter consistently performs better
than mINCOST (however, both of our algorithms outperform [2]
MAXFLOW). The performance ofiINCOSTADD is even more
impressive in this non-uniform setting. When the network
is considerably loaded (at 400 Erlangs), the algorithm suds]
cessfully schedules 99.9% of the requests and 99.7% of
the requested bandwidtiviNCOSTADD’s ability to adapt to 4]
varying edge demands accounts for its effectiveness in this
setting. 5]

Our simulation results show that in the non-uniform setting,
for all loads,MINCOSTADD performs better thamAxXFLOW.
We calculated the percent differefic@ bandwidth blocking 6]
probability and probability of failure for the two algorithms
under both settings. These values are provided in Tables I]
and IV. These values show that the difference in the per-
formance gain achieved byINCOSTADD over MAXFLOW is  [g]
considerably higher in the non-uniform setting than in the
uniform setting. In particular, when the load is at 400 or SOCI?]
Erlangs, the performance improvement, in terms of bandwidt
blocking probability, ofMINCOSTADD over MAXFLOW in the
non-uniform setting is more than three times the performan
improvement in the uniform setting. In terms of probabilit
of failure, the performance improvement in the non-uniform
setting is more than twice the performance improvement iht!
the uniform setting. This difference in improvement between
the two settings is crucial. It implies that studies done undgg]
purely uniform settings may be misleading in measuring rel-
ative performance since the uniformity assumption is usually
unrealistic. Our results are more convincing as they show thzg]
our algorithms are highly effective ibhoth uniform and non-
uniform settings.

o)

[14]
V. CONCLUSION

Our work presents a new online algorithmncosT for  [19]
reliable mutli-path routing and an improved version of this
algorithm,MmINCOSTADD. Our algorithms are effective becausgie]
they take advantage of the multi-path feature and maintain as
much bandwidth as possible in the network per request. The
ability of MINCOSTADD to adapt to different network topolo-
gies and varying edge demands allows it to be very successful
especially under a non-uniform setting. For the topology we
used (which was a typicalUS nationwide topology), with

la—b]
average(a,b)

9The percent difference of two valuesandb is x100.
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