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Lecture 1

Hubbard model and QMC simulations

1.1 Introduction

The Hubbard model is a fundamental model to study one of the core problems in materials
science: How do the interactions between electrons in a solid give rise to properties like mag-
netism, superconductivity, and metal-insulator transitions? In this lecture, we introduce the
Hubbard model and outline quantum Monte Carlo (QMC) simulation to study many-electron
systems. Subsequent lectures will describe computational kernels of the QMC simulation.

1.2 Hubbard model

The two-dimensional Hubbard model for simulating the interactions between electrons is de-
fined by the Hamiltonian ([7, 8]):

H="Hg + Hu + Hy, (1.2.1)

where Hg, H, and Hy stand for kinetic energy, chemical energy and potential energy, respec-
tively, and are defined as

Hix = —t Z (czacjg +c§acw),
<Z7]>7U
H;L - _MZ(niT+nil)
7
1 1

Hy = UZ(MT - 5)(7%‘1 - 5)

and

e i and j label the spatial sites of the lattice. (i,7) represents the electrons only hopping
to nearest neighboring sites.

e the operators c;-ra and ¢;, are the fermion creation and annihilation operators for electrons

located on the ith lattice site with z component of spin o =1 (up) or | (down), respectively.

e The operators n;,, = c;racw are the number operators which count the number of electrons
of spin ¢ on site 1.



e t is a hopping parameter for the kinetic energy of the electrons, and is determined by the
overlap of atomic wave functions on neighboring sites,

e The term Un;yn;| represents an energy cost U for the site i has two electrons. It describes
a local repulsion between electrons, referred to as Coulomb interaction.

e 1 is the chemical potential parameter which controls the electronic numbers (or density).

Note that the kinetic energy Hx and chemical potential energy ‘H,, are quadratic in creation
and destruction operators. The potential energy Hy is quartic.

The expected value of a physical observable £ of interest, such as density-density correlation,
spin-spin correlation or magnetic susceptibility, is given by

() = Te(EP), (1.2.2)

where P is a distribution operator defined as

1
P = Ee*f’”, (1.2.3)

and Z is referred to as the partition function defined as
Z =Tr(e M), (1.2.4)

and 3 is proportional to the inverse of the prodcut of the Boltzmann’s constant kp and the

temperature 7', i.e.,
1

kT’
Therefore, 3 is called an inverse temperature, in short.
“Tr” is a trace over the Hilbert space describing all the possible occupation states of the
lattice:

Tr(e M) = Z<¢i|€_ﬁH|¢z’>,

1

where {|1;)} is an orthonormal basis of the Hilbert space. Note that the trace does not depend
on the choice of the basis. A choice of the basis is the so-called “occupation number basis (local
basis)” as described below.

In a classical problem where H = E' is the energy, a real variable, then exp(—fE)/Z is the
probability, where Z = [ e PE_ In quantum mechanics, as we shall see, we will need to recast
the operator exp(—/H) into a real number. The ”path integral representation” of the problem
to do this was introduced by Richard Feynman.

T

Remark 1.2.1 The creation operators c,, and the annihilation operators c;, have the anticom-

mutation relations:

{cj07 C}o”} = 6]'(600’7
{C;J’ C;U/} = 0’
{Cj0'7 CZU’} = 07



where the anticommutator of two operators a and b is defined by ab+ ba, i.e. {a,b} = ab+ ba.
dje 1s the common d-notation, i.e., d;0 = 1 if j = £, and otherwise, 6;, = 0.

If we choose j = £ and 0 = o’ in the second anticommutation relation, we conclude that
(cj-a)2 = 0. That is, one cannot create two electrons on the same site with the same spin
(Pauli exclusion principle). Thus the anticommutation relations imply the Pauli principle. If
the site or spin indices are different, the anticommutation relations tell us that exchanging
the order of the creation (or destruction) of two electrons introduces a minus sign. In this
way the anticommutation relations also guarantee that the wave function of the particles being
described is antisymmetric, another attribute of electrons (fermions). Bosonic particles (which
have symmetric wave functions) are described by creation and destruction operators which

commute.

Remark 1.2.2 According to Pauli exclusion principle of electrons, there are four possible states
at every site:

|} no particle,

T one particle with spin up,

|

|l)  one particle with spin down,

wo particles with different spin directions.
T ¢ ticl ith dj t spin directi

Therefore the dimension of the Hilbert space is 4V, where N is the number of sites.
A second quantization is also used to describe the states if the spin-direction is omitted:

|0) :  no particle,
[1) :  one particle.

The actions of the basic operators on the states are (here we omit the i,0 indices):

c: |0)=0, [1)=]0),
ch: o) =1), [1) =0, (1.2.5)
n: [0)=0, [1)=]1).

The last equation of (1.2.5) shows that the states |0) and |1) are the eigen-states of the number
operator n = cte.

Remark 1.2.3 The operator nyn| describes the potential energy of two electrons with different
spin directions at the same site:

mng s 1) =0, 1) =0,
[1)=0, [1) =110), 120
and
Ulny — $)(ny — 1) : |.>=+%£>‘, |T>=—%|T> (1.2.7)

’U = 77 l>7 ’TU = +% TU

These eigenenergies immediately illustrate a key aspect of the physics of the Hubbard model:

The single occupied states | T) and |]) are lower in energy by U (and hence more likely to occur).

These states are the ones which have nonzero magnetic moment m* = (ny—n|)%. One therefore

says that the Hubbard interaction U favors the presence of magnetic moments. As we shall see,

a further question (when t is nonzero) is whether these moments will order in special patterns
from site to site.



Remark 1.2.4 The operator c;-rclqu describes the kinetic energy of the electrons on nearest
neighbor sites:
cleipr s |00) =0, [01) = ]10),
110) =0, [11) = ¢/[10) = 0.
Therefore, if there is one particle on the i+ 1th site, and no particle on the ith site, the operator
czci“ destroies the particle on the © + 1th site and create one particle on the ith site. We say
the electron hops from site © + 1 to site @ after the action of the operator CZCHI-

1.2.1 Hubbard model with no hopping

Let us consider a special case of the Hubbard model, namely, there is only one site and no
hopping, i.e., t = 0. Then the Hamiltonian H is
1 1
H=Un = 3)(n = 3) = ulng +ny).
It can be immediately verified that the orthonormal eigen-states v; of the operator n, are also
the eigen-states of the Hamiltonian H:

U
U U
M = (- ).
U U
My = (-0 5)n
iy = (5 -2) 1.
The Hamiltonian H is diagonalized under the basis {1); }:
U
DGt
H — ((WilH]y)) = ! 2y (n+Y
T (+3)
T2

Consequently, the operator e #* is diagonalized:

e M o F diag (1’ SU/2H1) (BU/24p) ew) '

The partition function Z becomes

2= Te(e ™) = S (Wil M) — Z = = (14 265408 4 7).

)



The related operators He PH, nTe_ﬁH, nle_ﬁH and nTnle_ﬁH, as necessary for calculating
physical observables £ of interest, become

U U U U
He PR e*%diag (Z’ (—p — Z)eﬁ(U/QJru), (—p — Z)eﬁ(U/QJru)’ (Z _ gﬂ)ewﬁ)

nTeiﬁH = CiﬁH{Op ]-7 07 ]-} I ei%ﬂdiag (07 618(U/2+lu) ’ O’ 62/1"8)
nle_ng _ e_ﬂH{O, 07 1’ 1} N e_UTﬂdiag (0’ 07 e/@(U/Q-HL) , e?uﬂ)
nTnlefﬁH = eiﬁH{[)) O, 07 1} — ei%diag (07 07 07 62pﬂ>

The traces of these operators are

Tr(He PM) = e T (% +2(—p— %)e,@(U/%-u) + (% - 2u)62“ﬁ> ,
Te((ng +n))e ) = % <2€ﬁ(U/2+u) n Qew) 7
Tr(nTnlefﬁH) = T e,

By the definition (1.2.2), the following physical observables £ can be computed exactly:

1. The one-site density p = (n1) + (n|) to measure the average occupation of each site:

r{(n ni)e PH
p = o)y = QL)

26(%+M)ﬂ + 2¢2u8

1+ 9e(5+1)8 + 218

In particular, when there is no chemical potential, i.e., u = 0, then p = 1. One refers to
this as “half-filling” because the density is one-half the maximal possible value.

2. The one-site energy E = (H):

Tr(He M)
E = -\ )
(H) Tr(Z)
U (2u+ U)e(%ﬂ‘)ﬂ + 2pue?HB
4 1+ 2e(3+1)8 + e2uB

In particular, when there is no chemical potential, i.e., 4 = 0, then
U U
2(14+e 72)
Figure 1.1 shows the plot of E versus U and S.
3. The double occupancy (nin|) is

<nTnl> _ Tr(nTnle’ﬁH) _ o218 '
TI‘(Z) 1+ 26(%+#)ﬁ + e2nB
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Figure 1.1: Potential energy F fort =0,u =0

In particular, when there is no chemical potential, i.e., u = 0,

1

(niny) = m-

Note that as U or 8 = 1/T increases, the double occupancy goes to zero.

1.2.2 Hubbard model without Coulomb interaction

When there is no Coulomb interaction, i.e., U = 0, the two spin spaces are independent of each
other (H breaks into two separate pieces in which T and | terms never occur together). In this
case we can consider each spin separately. If the spin is omitted, the Hamiltonian H becomes

H=—t Z(cjcj + c}ci) - uZni.
(4,5) t

It can be recast as a bilinear form:
H =N (—tK — ul) ¢,

where K is a matrix to describe the hopping relationship (i, j), I is the identity matrix, and

C= , ET:[CJ{, cg,---,cjv].



For the one dimensional (1D) lattice of N, sites, K is an N, x N, matrix given by

0 1 1
1 0 1
K=K, = '
1 1 0
The (1, N;) and (N,, 1) elements of K incorporate the so-called “periodic boundary conditions

(PBCs)” in which sfces 1 and N, are connected by t. The use of PBC reduces finite size effects.
For example, the energy on a finite lattice of length N with open boundary conditions (OBCs)
differs from the value in the thermodynamic limit (N — oo) by a correction of order 1/N
while with PBCs, the correction is order 1/N2. ! The use of PBCs also makes the system
translationally invariant. The density of electrons per site, and other similar quantities, will
not depend on the site in question. With OBCs quantities will vary with the distance from
the edges of the lattice.

For a two dimensional (2D) rectangle lattice of N, x Ny, sites, K is a N, N, x N, N, matrix
given by

K:ny :Iy®Kx+Ky®Ix7

where I, and I, are identity matrices with dimensions IV, and Ny, respectively. ® is the matrix
Kronecker product.

The matrix K of 1D or 2D has the exact eigen-decomposition

K =FT'AF, FTF=1,

where A = diag()\g) is a diagonal eigenvalue matrix, see Lemma 2.3.1.
Let ¢ = F¢and ¢! = (F&)T, then the Hamiltonian H is diagonalized:

H = gT(—tA — MI)g: Zek’ﬁk,
k

where €, = —tA\p—p, and g = 62@. As we note in Remark 1.2.4, this transformation preserves
the anticommutation relations, so ¢ still represents fermion operators.

Lemma 1.2.1 If the operator 'H is in a quadratic form of fermion operators
H = c'He,

where H 1s a Hermitian matriz. Then

N
— L+ e,
k=1

where A\ are the eigenvalues of H.

'A simple analogy is this: Consider numerical integration of f(z) on an interval a < z < b. The only
difference between the rectangle and trapezoidal rules is in their treatment of the boundary point contributions
f(a) and f(b), yet the integration error changes from linear in the mesh size to quadratic.



PRrROOF. Since H is Hermitian matrix, there exists a unitary matrix ) such that
Q*"HQ = A = diag(\g).
Let ¢ = Qc and n; = 63@, then we have

N
H=cAe=>) N
i=1

Note that the n; are independent, then

N N
Tr(e #M) = Tr (H eﬁ*mi> =[] +e ™, (1.2.8)
=1 =1

where the last equality can be obtained by an induction argument. N

Note that the trace is independent of the basis functions. If we choose the eigen-functions
of the operator n; as the basis functions, then by Lemma 1.2.1, the partition function Z is
given by

Z =]+ ).

k

Consequently, we have the exact expressions for the following physical observables &:

1. the density p, the average occupation of each site:

N
p= ) = 1) = 3 D {er +ws) = 3 (14 5)

k=1 k

2. the energy E:

1 €+ 1
E=(H)= N;W’ (1.2.9)
Remark 1.2.5 It can be shown that the operators ¢ obey the same anticommutation relations
as the original operators c;. Hence they too appropriately describe electrons. Indeed, the
original operators create and destroy particles on particular spatial sites © while the new ones
create and destroy with particular momenta k. FEither set is appropriate to use, however, the
interaction term in the Hubbard model is fairly complex when written in momentum space.

For the sake of completeness, let us write down the expression for the Green’s function.
This quantity plays a key role in the discussion of the matrices arising in the simulation which

follows 1
Gon = (eech) = Zk: ek =01 — f), (1.2.10)

where fr = 1/[1 + %(%~M]. Notice that G is a function of the difference n — ¢. This is a
consequence of the fact that the Hamiltonian is translationally invariant, that is, with PBCs,
there is no special site which is singled out as the origin of the lattice. All sites are equivalent.
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Figure 1.2: Left: ¢ for U = 0 and p = 0. Right: the contour plot of ¢

At T =0 (8 = o0), the contours in the right side of Figure 1.2 separate the k values where
the states are occupied fr = 1 (inside the contour) from those where the states are empty
fr = 0 (outside the contour). The contour is often referred to as the “Fermi surface”. There is
actually a lot of interesting physics which follows from the geometry of the contour plot of €.
For example, one notes that the vector (m, ) connects large regions of the contour in the case
when p = 1 and the contour is the rotated square connecting the points (m,0), (0, 7), (—,0),
and (0,—m). One refers to this phenomenon as “nesting” and to (m,7) as the “nesting wave
vector”. Because the Fermi surface describes the location where the occupation changes from
0 to 1, the electrons are most active there. If there is a wave vector k which connects big
expanses of these active regions, special order is likely to occur with that wave vector. Thus
the contour plot of € is one way of understanding the tendency of the Hubbard model to have
antiferromagnetic order (magnetic order at k = (m,7) for half-filling.)

1.3 Determinant QMC

In this section, we develop a computable approximation of the distribution operator P in
(1.2.3) by using a discrete Hubbard-Stratonovich transformation, and then we derive a so-called
determinant QMC (DQMC) to generate samples that follow the distribution. For simplicity,
we will consider the chemical potential ¢ = 0 which corresponds to the important half-filled-
band case. It turns out that many of the most interesting phenomena of the Hubbard model,
like magnetic ordering and insulating-metal transition, occur at half filling.



10

1.3.1 Computable approximation of distribution operator P

The gist of a computable approximation of the distribution operator P defined in (1.2.3) is
on the approximation of the partition function Z. Since the operators Hx and Hy do not
commute, we apply the Suzuki-Trotter decomposition to approximate Z. Specifically, divide
B into L smaller subintervals 7 = %, then Z is approximated by

Z = Tr (efﬁH)

i)

L
= Tr (H eTHKeTHV> +0(72). (1.3.11)

{=1

Note that e~ 7% is quadratic in the fermion operators and the operators for the spin-up
and spin-down operators are independent. Therefore, it can be recast as

— —TH —TH
eTHKzeTK-&-eTK—’

where the operators Hg, and Hy_ correspond to kinetic energy with spin-up and spin-down
respectively, and are of the forms

Mk, = teKg,
Mk = teKa.

On the other hand, the potential energy """V is quartic in the fermion operators. We now
try to recast it in a quadratic form. First, note that the number operators n; are independent
on different sites, we have

N
e~ THY — o~ UYL (i —5)(nim—3) _ HG—UT(nH—é)(m_—é)'

=1

For treating the term e_UT(”"f_%)(”i—_%), we use the following so-called discrete Hubbard-
Stratonovich transformation. It replaces the interaction (potential energy) quartic terms
n;+ni— by quadratic ones n;; —n;_.

Lemma 1.3.1 (Discrete Hubbard-Stratonovich transformation, [2, 4]). If U > 0, then

e Ui === = ¢ 37 erhil i), (1.3.12)
hi=+1

_Ur Ur
where C = %e 1 and coshy = e 2

PROOF. On every site i, the particles have four possible states: |-), | 1), | |) and | T]). The
following table lists the actions of the operators (n;+ — 3)(n;i— — 3) and (nj+ — n;_).
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(ni+ — 5)(nie — 3) | (nis —ni)
B il 0 )
1) —31) )
1) —1lD 1)
111 H1D 01l

For the operator e*UT("H*%)("F*%);

e Ui =3)mi-=3)y — o= T oy if =) or | 1]),
and . ) U

e UThir=3)(ni-=2)yy — e 4p if ¢ =|1) or | ).
On the other hand, for the operator C Zhi:il eVhi(nir—ni-),

Cp S et iy — =%y and v =) or | 1),

h;=%1

and

1 _ur _ .
Cr Y M)y — cem (e ey i Y= T)or] ).
hi==+1
Therefore if we let
€V+6—V &
coshy = —— =e¢2,

2
then the discrete Hubbard-Stratonovich transformation (1.3.12) holds. O

Remark 1.3.1

e Note that in the proof, U is required to be positive, otherwise no real number v exists
such that coshy = e’z .

e For U <0, the Hubbard model is called the attractive Hubbard model. A similar discrete
Hubbard-stratonovich transformation also exists, see [5, 6].

e See [12, 16] for other kind of transformations treating the quartic term.

Let us continue to reformulate the term e 7"v. By the following discrete Hubbard-
Stratonovich transformation (1.3.12), we have?

N

e =T Y eMilrmio ), (1.3.13)

i=1 h;=+1

{hi} are so-called auxiliary Hubbard-Stratonovich variables, one for each spatial site. The
collection of all these variables is called the “Hubbard-Stratonovich field” or “configurations”.

*Here we switch the notation: n;+ = n;; and n;— = nyj.
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For the sake of simplicity, let us consider the case N = 2 for the expression (1.3.13):

e—rHV _ (01)2 Z eyhi(npr—mf) Z euhi(n2+—n2f)
hi=+1 hi=+1

= (01)2 Z 62?21 vhi(niy—n;—)
hi==%1
= (01)2T1‘h6212:1 vhi(niy—ni—)

)

where the new notation Trj represents the sum for h; =1, —1.
In general, we have

eiTHV = (Cl)NTrheZzN:thi(”iJr*"if)
= ()N Ty, (e e X i)

= (C)NTrp(etveeMv-), (1.3.14)

where Hy, and Hy_ correspond to spin-up and spin-down, respectively, and are of the forms

N
Hy, = Y vhing =V (h)Ey,
=1
N
Hy. = —Y vhni=—cV(h)e,
=1

where V'(h) is a diagonal matrix V(h) = v - diag( h1, ha, ..., hy ).

Taking into the account of the discretization of the inverse temperature § partitioned into L
“Imaginary-time” slices, L = (3/7, the Hubbard-Stratonovich variables h; are changed to have
two subindices hy ;, where i is for the spatial site and £ is for the time slice. Correspondingly,
the index / is also introduced for the diagonal matrix V and operators Hy,, i.e.,

hi B hf,ia V— W7 HV

o

— Hf/d.

Subsequently, by applying the Suzuki-Trotter approximation (1.3.11) and the expression (1.3.14)
and interchanging the traces, the partition function Z can be approximated by

L L L 2
Z = (C)NETr, Tr <H e MKy TV [Te 7 v ). (1.3.15)

/=1 /=1

where for o = £,

Hy, = téEKé,,
N
Hy, = oY vhynig =06 Vi(h)és

i=1
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and Vy(h¢) is a diagonal matrix Vy(he) = v - diag(he1, he2, .., hen )-

Note that all operators Hg, , Hx_, Hf/ 4 and Hf/_ are quadratic in the fermion operators.
We now turn to an identity, referred to as Hirsch’s argument [4]3:

Hirsch’s argument. If operators H, are in the quadratic form of fermion opera-
tors

He=Y_ cl(Hp)ije;,
Z'7j

where H, are matrices of real numbers. Then?,

Tr(e e 2. ..e7M) = det(I + e HreHi-1... g=H1), (1.3.16)

By using the identity (1.3.16), the partition function Z described in (1.3.15) is turned into
the following computable form

Zy, = (C1)NETry, det[M (h)) det[M_(h)], (1.3.17)
where for 0 = + and h = (hq, ho,...,hr),
M,(h) =1+ B o(hr)Br-1,6(hr-1) - Bi,s(h1), (1.3.18)
By s(h¢) are N x N matrices defined as

Byp(h) = et eeVilho),
4
which correspond to operators e~ K e TV, |
In summary, upto a constant, we have a computable approximation of the distribution
operator P:

1
P(h) = A det[ M4 (h)] det[M_(h)], (1.3.19)
h
which is referred to as a probability distribution function (pdf).

Remark 1.3.2 When U = 0, then v = 0 and My (h) is a constant matriz which does not depend
on the configuration h. The approzimation by the Trotter decomposition is exact.

Remark 1.3.3 It is a rather amazing thing that a quantum problem can be re-written as a
classical one. The price for this is that the classical problem is in one higher dimension than
the original quantum one: the degrees of freedom in the quantum problem c¢; had a single
spatial index i while the Hubbard Stratonovich variables which replace them have an additional
“amaginary time’ index £. This mapping is by no means restricted to the Hubbard Hamiltonian,
but is generally true for all quantum mechanics problems.

3We are not able to provide a rigorous full proof for this important identity. For the special case L = 1, the
result has been proven in Lemma 1.2.1.

4Note that while ”Tr” is over the quantum mechanical Hilbert space whose dimension is 4V, and the ”det”
is a usual determinant of a N x N matrix. By Pauli exclusion principle, there are 4 possible states in every
lattice: no electron, one electron with spin-up, one electron with spin-down and two electron with different spin.
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1.3.2 Generating states in determinant QMC

At this stage, the computational task becomes a classical Monte Carlo problem: compute
random variables h that follow the probability distribution function P(h), i.e.,

h ~ P(h). (1.3.20)

The random variables h are referred to as the Hubbard-Stratonovich variables or configurations.
The dimension of the configuration sample space {h} is 2V¥. For an efficient Monte Carlo
procedure there are two central questions:

1. How to move to a new configuration A’ from h?

A simple strategy is to flip only at one selected site (¢, 1)
hz,i - _hf,iv
and leave the rest components of h unchanged.

2. How to ensure that the accepted sample configuration h follows the desired distribution
P(h)?
This is done by the Metropolis-Hasting algorithm, for example, see [9, p.111].

Combining the answers of these two questions, we have the following so-called determinant
QMC (DQMC) simulation, first presented in [2].



DQMC:

1. initialize h = (hy;) = (£1)
2. MC loop (= warmup + measurement steps)
(a) (¢,1) loop:
i. set (¢,7) = (1,1)
ii. propose a new configuration A’ by spin-flipping at (¢,1): h%,i = —hy,;
iii. compute the Metropolis ratio

. det{ M, ()] det[M_ ()]
507 "det[ My (h)] det[M_(h)]

iv. accept or reject: generate a random number r ~ Uniform[0, 1] and
update

) { B, oif r <min{l,7g;}

h, otherwise.

v. update Green’s function G(h)(= M (h)™1), if “accepted”
vi. go to the next site (¢,7), where

e If/=Landi=N, then ¢:=1,i=1;

e If/{<Landi=N,thenl:=0+1,i=1,;

e Ifi<N,thent:=/,i:=7+ 1.

(b) after the warmup steps, perform physical measurements, see section 1.3.3

15
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Note that the simple one-site update at the inner loop leads to a simple rank-one up-
dating in one of the block matrices By, (h). Based on this observation, one can efficiently
compute the Matropolis 74; and update the Green’s function G, (h) = (M, (h))~! for physical
measurements, see Appendix A for detail.

1.3.3 Physical measurements

How is the physics extracted from QMC simulations? Two of the most elementary physical
observables of interest are the density and kinetic energy, which can be obtained from the
single-particle Green’s function,

quj = <cwc;rg>
= (M,(h);'

]

= [I+Bro(he)Br1o(hr1)-- Bio());" -
The density of electrons of spin ¢ on site ¢ is
pie = (Nig) = (e i) = 1= (cipel ) = 1 - GY,

where the third identity arises from the use of the anticommutation relations in interchanging
the order of creation and destruction operators.

The Hubbard Hamiltonian is translationally invariant, so one expects p; » to be independent
of spatial site 7. Likewise, up and down spin species are equivalent. Thus to reduce the
statistical errors, one usually averages all the values and have the code report back

1 N
p = W Z Z Pio-
o =1

We will not emphasize this point further, but such averaging is useful for most observables. °
As is true in any classical or quantum monte carlo, these expectation values are also averaged
over the sequence of Hubbard-Stratonovich configurations generated in the simulation.

The kinetic energy is obtained from the Green’s function for pairs of sites ¢,j which are
near neighbors,

(M) =—t{Y (el cjo+ (;;ch =+t > (GG +G%).
(i,4),0 (i,4),0
An extra minus sign arose from interchanging the fermion operator order so that the creation
operator was at the right.

Extended physical measurements. Interesting types of magnetic, charge, and supercon-
ducting order, and associated phase transitions, are determined by looking at correlation func-

tions of the form:
c(l) = (0 O)) — (Oi1) (O (1.3.21)

where, for example,

5There are some situations where translation invariance is broken, for example if randomness is included in
the Hamiltonian.
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for spin order in z direction (magnetism):

Oi=nip —miy O =nyp—ni

1

for spin order in z/y direction (magnetism):

Oi=cl ey Of =cljei

for charge order:
Oi = (nig+ni;) O = (i +ni))

2

for pair order (superconductivity):
O; =c¢, ¢t (’)g = c;Tc}L’l

In words, what such correlation functions probe is the relationship between spin, charge, pairing
on an initial site ¢ with that on a site ¢ 4/ separated by a distance [. It is plausible that at high
temperatures where there is a lot of random thermal vibration, the values of OZ and O;1; will
not ‘know about’ each other for large /. In such a case, the expectation value (OZ-HOJ ) factorizes
to (Oiy1) <(9;r ) and ¢(() vanishes. The more precise statement is that at high temperatures ¢(!)
decays exponentially, ¢(l) o e~ /€. The quantity € is called the “correlation length”. On the
other hand, at low temperatures c(l) o a?, a nonzero value, as | — oo. The quantity « is
called the ‘order parameter’. ©

As one can well imagine from this description, one needs to be very careful in analyzing
data on finite lattices if the [ — co behavior is what is crucial to determining the physics. The
techniques of ‘finite size scaling’ provide methods for accomplishing this.

How are these correlation functions actually evaluated? As commented above in describing
measurements of the density and kinetic energy, expectation values of two fermion operators are
simply expressed in terms of the Greens function G' = M~!. The general rule for expectation
values of more than two fermion creation and destruction operators is that they reduce to
products of expectation values of pairs of creation and destruction operators, the famous
‘Wick’s Theorem’ of many body physics. For example, for spin order in the x/y direction,

e(D) = <CzT+l,lci+chT,TCivl> = GzTJrl,i Gf,m- (1.3.22)
Similarly, for superconducting order,
(e(1)) = et civniel el ) = GL GL (1.3.23)

We conclude with two comments. First, it is useful to look at correlation functions where
the operators O;4; and (’)ZT are separated in imaginary time as well as in space. We will come
to this point when we discuss measurements in the hybrid QMC algorithm. Second, one often
considers the Fourier transform of the real space correlation function S(g) = 3, € ¢(1). This
quantity is often referred to as the ‘structure factor’, and is important because it is in fact the
quantity measured by experimentalists. (For example, the scattering rate of a neutron off the
electron spins in a crystal is proportional to S(q) where ¢ is the change in momentum of the
neutron and the ¢(I) under consideration is the spin correlation function.)

STt is interesting to note what happens right at the critical point 7. separating the high temperature disordered
phase from the low temperature ordered one. In what are termed ‘second order’ phase transitions, the correlation
length diverges £ o« 1/(T — T.)”. Right at T. the correlation function decays as a power law, ¢(l) « 1/I7, a
behavior intermediate between its high temperature exponential decay and its low temperature nonzero value.
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1.4 Hybrid QMC

The procedure summarized in section 1.3.2 is the one used in most DQMC codes today. Many
interesting physical results have been obtained with it. However, it has a crucial limitation.
At the heart of the procedure is the need to compute determinants and inverses of matrices
which have a dimension the spatial size of the system, N. Thus the algorithm scales as N3.
In practice, this means simulations are limited to a few hundred sites. In order to circumvent
this bottleneck and develop an algorithm which potentially scales linearly with N, we can
reformulate our problem as the following:

1. replace the discrete Hubbard-Stratonovich field by a continuous one;

2. express the determinant of the dense N x N matrices M, (h) as Gaussian integrals over
N L-dimensional sparse matrices.

We shall now describe each of these steps in detail.

1.4.1 Computable approximation of the distribution operator P

Instead of using discrete Hubbard-Stratonovich transformation as described in section 1.3.1,
one can use a continuous Hubbard-Stratonovich transformation to derive a computable ap-
proximation of the distribution operator P. First, recall the Stratonovich identity:

1 1,2

2% = L e 2% Ty
V21 J o

for any scalar a > 0.

Lemma 1.4.1 (Continuous Hubbard-Stratonovich transformation) For U > 0, we have

e—UT(ni+—%)(ni——%) = Y /oo 6—7[$2+(2U)%w(nw—ni—)}dx’ (1.4.24)

where Cy = (T%G_T)/Tr%.

PROOF. It is easy to verify that

1 1 1 1
(iy — 5)(”% - 5) = _§(ni+ —ni-)? + 1
Note that (n;+ — ni_)2 and n;+ — n;— can be diagonalized based on the eigen-states of the
operators n;,, then the Stratonovich identity holds if we replace the scalar a by the operator

Ni+ — Ny

o=

u
eTT(niJrfm, 7%2?27(UT) (m+fni,)xdl,.

>2_L/°°6
_\/27'(' o

Let o’/ = \/%—T, we have

S mie—mi? _ VT / @ @) (g i) gy
VT ) oo
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Combining the above equations, we obtain the identity (1.4.24). O

Returning to the approximation of the partition function Z by the Suzuki-Trotter decom-
position (1.3.11), by the continuous Hubbard-Stratonovich identity (1.4.24), we have

“+oo 1 1
eTHY = (C2)N/ e T X% ieT Ni2U) 2 weinis o7 24 (20) 2 weinic gy,

—00

@ [lsrle s
where
SB(x) = T Z x%,iv

0

1 o R
Hy, = Z(QU)M&WHZCJTFW(M)CJH

My = = QU) Tz = —& V()

and Vy(z/) is a diagonal matrix,

1 .
Vi(xe) = (2U)2diag(@s1, o2, - - -, ToN)-

By an analogous argument as in section 1.3.1, we have the following approximation of the
partition function Z:

L
Z = Tr <H eTHKeTHV>

(=1

L L
- (CQ)NL /[&U]@SB(I)TT <H e TIK, eTH€/+> Tr <H e THK_ 67H€/—> )

/=1 /=1

Note that all the operators e*THéf, e ™M+ and e M- are quadratic in the fermion operators.
Then by the Hirsch’s argument (1.3.16), we derive the following expression for calculating the
partition function Z:

L L
Z, = (Cy)NE /[5m]e_33($) det <I—|— HetTKeTW(x‘f)) det (I + HetTKe_TW(“)>

/=1 /=1
_ ()N / (Ga]e55 @ det[ M, (z)] det[M_ ()], (1.4.25)
where for o = &+,
MJ(.CI?) =1+ BLJ(xL)BL_LJ(J?L_l) ce Blﬂ(xl), (1426)

and
By o (1) = el eomVel@o), (1.4.27)
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By a so-called particle-hole transformation (see Appendix B), we have

1
det[M_ ()] = e "V Lei®ei det[ M, (z)). (1.4.28)

Therefore, the integrand of Z, in (1.4.25) is positive definite”
Consequently, up to a constant, a computable approximation of the distribution operator
P is given by

Plz) = Zixe—SB@) det[M, ()] det[M_(2)]. (1.4.29)

P(z) is referred to as a probability distribution function (pdf).

1.4.2 Hybrid QMC

The computational task becomes how to compute random variables x that follow the proba-
bility distribution function P(x):
x ~ P(x), (1.4.30)

where x is referred to as the configurations, or a continue Hubbard-Stratonovich variable.

To develop an efficient Monte Carlo method for (1.4.30), we reformulate the pdf P(x).
First, let us recall the following two facts:

1. Let M, (z) denote a L x L block matrix®

I B (71)
_BQ,U(xQ) I
My(z) = —Bso(x3) 1 (1.4.31)

—Bro(xr) I

where By ,(z¢) are N x N matrices as defined in (1.4.27).

Ky = diag(e!™ fTK T,
Vig(z) = diag(e_”vl(“),e_‘”VQ(“),...,e_‘”VL(xL))
and
0 —1I
I 0
H:

I 0

"Note that we assume that 4 = 0 (half-filling case). Otherwise, there exists “sign problem”: P(z) may be
negative and can not be used as a probability distribution function.

8We use the same notation M, (z) to denote the N x N matrix as defined in (1.4.26), and NL x NL matrix
as defined in (1.4.31). It depends on the context which one we should use.
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Then?
det[M(,(x)] = det[[ + BL’J(.’/UL)BL_LU(.’/UL_l) cee Blﬂ(xl)]. (1.4.33)

2. If Ais a N x N symmetric and positive definite matrix, then'?.
/e—”TA‘lvdu = (V@)Y det(A2), (1.4.34)

The identity can be proven by using the eigendecomposition of A.

Now, by introducing two auxiliary scalar fields ®, for ¢ = £, we have
1 _
|det[M, (2)]] = det [MT (z) M, (z)]% = 72" / e~ %507 (@)% (1.4.35)

where

Oy(x) = Ma(:c)TMU (z).

By combining (1.4.25) and (1.4.35), we see the expression (1.4.25) of the partition function
Z, can be recast as the following!!

Zy = (Cy)NE / Bale=S5®) det[M, (2)] det[M_(z)]

NL
— (9) /[5x5¢+5¢,_]€(SB(x)+¢£O;1(x)¢++¢ZO:1(:r)<1>-)

T
NL
= <@) /[51’5@0]6‘/(‘”’%),
™
where
V(z,®,) = Sp(z) + 207 (2)24 + 2O (2)D_. (1.4.36)

Now let us consider how to move the configuration x which satisfies the distribution:
L v,
P(z,®,) x —e Sl
Zy

Similar to the DQMC method, for each Monte Carlo step, one can try to move x = {xy;} at
every spatial site ¢ and imaginary time /. An alternative efficient way is to move the entire
configuration = by adding a Gaussian noise

z— z+ Az

9The identity can be easily derived based on the following observation: If a matrix A is a 2 x 2 block matrix,

Air A
A =
{ Aar Az } ’

then det(A) = det(Agg) det(Fu) = det(Au) det(FQQ), where F11 = A11 — A12A2_21A21 and Fgg = Agg —
AzlAﬁlAu

19The identity can be proven by using the eigen-decomposition of A. For example, see page 97 of [R. Bellman,
Introduction to Matrix Analysis, STAM Edition, 1997]

"Here we assume that detM, (z) is positive. Otherwise, we will have the so-called “sign problem”.
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where
oV (z,®,)

ox
At is one parameter with small value, and w; follows a Gaussian distribution. This method is
called Langevin-Euler moves, for example, see [9, p.192].

Spurred by the popularity of the molecular dynamics (MD) method, Scalettar et al [14]
proposed a hybrid method to move = by combining Monte Carlo and molecular dynamics (MD),
which is referred to as a Hybrid Quantum Monte Carlo (HMQC) simulation. In HQMC, an
additional auxiliary momentum field p = {py,} is introduced. By the identity

Ar = — At + V At wy,

/ e dy = NI

— 0o
we see that the partition function Z, can be rewritten as

NL
Zy = <@> /[5%5‘1’0]6_V($’¢")

™

= (CQ)NLW—% /[6;05176@0]6(Zzﬂ'pg’ﬁr‘/(m,‘bg))

(CQ)NLﬂ'*% /[5x5p5<1>0]eH(x’p’q>") =7y,

where
H(z,p, %) =p p+V(x, ). (1.4.37)

In summary, we seek the field configurations {z,p, ®,} that obey the following probability
distribution:

1
{z,p, @6} ~ P(x,p, 05) = Z—e—H(x’p"Dﬁ), (1.4.38)
H

The hybrid Monte Carlo (HMC) combines the ideas of MD and the Metropolis acceptance-
rejection rule to produce Monte Carlo samples from the target distribution (1.4.38).

1. ®, is updated by simple MC:
®, = MI'R,.
where R, are two vectors of Gaussian random number, each component of which has a
probability distribution proportional to exp(—R?ﬁa).
2. (z,p) is updated by MD:

Take the current = as an initial value x(0), and set p(0) whose entries p;; are Gaussian
random numbers with probability distribution proportional to exp(—p? ).

Then we move to a new configuration (z(7"), p(7T")) satisfying the Hamiltonian equations

O0H ov
wi = — = — , 1.4.39
be, Oxy Oxy ( )
O0H
iy = 2 gy, (1.4.40)

3p£,i
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Note that the fields @, and p are auxiliary fields. We first fix the fields ®,, vary the fields
p, and move (z,p) together. It is possible to use different moving order. We also note that
from Liouville’s theorem, see [1, Chap.3] or [11, Chap.2], we move along a trajectory in which
both H and the differential volume element in phase space are constant and the system is
equilibrium.

The leap-frog method, for example see [3], is a simple and efficient numerical method
to move the configuration (x(0),p(0)) to (x(T),p(T)) satisfying the Hamiltonian equations
(1.4.39) and (1.4.40).

For a small time step At, a molecular dynamics step keeps H constant. One can view this
as a type of Monte Carlo move in which the energy does not change. The Metropolis algorithm
tells us such a move should be accepted with probability one. Unfortunately, we have to use
finite At and so H is not precisely constant. In order to keep the simulation from being biased
by this fact, we need to use a Metropolis acceptance-rejection step.

The following is an outline of the Hybrid Quantum Monte Carlo (HQMC) method.



HQMC

1. Initialize

e 2(0) =0,

e &, = MI(2(0))R,, where the entries Ry; of the vector R, are Gaus-
sian random numbers with the probability distribution proportional to
exp(—R?yU).

2. MC loop (total number of MC steps = warmup steps + measurement steps)
(a) MD: z(0) — x(T') by the leap-frog method, with stepsize At.

i. Initialize p: p(0) = (p¢i), where py; are Gaussian random numbers
with probability distribution proportional to exp(—pil). and then p
is evolved through a half time step %At:

ii. Perform MD steps:

1
et + A = wi(t) = 2pe(t + SALAL,

OV (x(t + At), @)
890“-

3 1

(b) Metropolis acceptance-rejection: generate a random number r ~ Uniform|0, 1]
and update

z(T), if r <min {1,

o~ H(@(T),p(T),%0) }
z(T) =
x(0), otherwise.

e H@(0).5(0),%5)

(¢) Perform heat-bath step: ®, = MI (z(T))R,, where the entries Ry ; of the
vector R, are Gaussian random numbers with the probability distribution
proportional to exp( —Ri o)

(d) Perform physical measurements, after warmup steps
(e) set z(0) := z(T"), goto MD step.

24
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Remark 1.4.1 The Langevin-Euler update is equivalent to a single-step HQMC move [9]. The
MD and Langevin are two alternate methods which both have the wvirtue of moving all the
variables together. Which is better depends basically on which allows the larger step size, the
fastest evolution of the Hubbard-Stratonovich fields to new values.

To this end, let us consider how to compute the force term %ﬁ"). By the definition of
V(z,®,) in (1.4.36), we first examine
O[@r0; " (z)®,] 7-17,,90s(®) 4 7904()
856(72‘ g~o (‘T) c%cM o (CC) 4 o a.’Eé’i (o)

where X, = O;1(x)®,. Since O, (z) = M (x)M,(x), it follows that

(e

00, (x) OMy ()
xT X, = 2(M,(2)X,)" X,
o (M) X,) 52
By the expression (1.4.32) of the matrix M, (z), we have
8M(7 z 8VL (CC)
(@) _ Ky A gy

890“- 890“-

Note that V|z)(z) is a diagonal matrix, and only the (¢,)-diagonal element vy ; , = eXp(—O'T(2U)%$g’Z‘)
depends on ¢, therefore, we have

81}@,2‘,0’

X, = -2
821?@71‘ 7 890“-

(K[TL} Mo (2) X5 )e,i(1LX 5 )0 ,i-

Therefore, we have

oV (z,®,)
afbg’i

=

=2rzp; — 2(20)27og 1 (Kl My (2)O07 ()0 4) 0 (TTOL (2) @4 )14

+ 2020) 2 v - (KT M_(2)07" (2)@_ )i (HO™ () D) g1,

1.4.3 Physical measurements

In section 1.3.3 we described how measurements are made in a determinant QMC code. The
procedure in hybrid QMC is identical in that one expresses the desired quantities in terms of
precisely the same products of Green’s functions. The only difference is that these Green’s
functions are obtained from products of the vectors instead of directly from a matrix for G.
The basic identity is this:

2(XyiRoj) < (MU);J.1 =Gy (1.4.41)

This follows from the fact that

X, =0, (z)®; = M; ' (2)Ry

o

and that the components R; of R, are independently distributed Gaussian random numbers
(RiRj) = 30i.
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Hence, the expression for the spin-spin correlation function would become

{e(l)) = <CzT+z,lcz‘+l,TCzT,TCz}l> = Gl Gl o 4 (R on X iR X i) (1.4.42)

The only point to be cautious of concerns the evaluation of expectation values of four
fermion operators if the operators have the same spin index. There it is important that two
different vectors of random numbers are used: R,, X, and R/, X/. Otherwise the averaging
over the Gaussian random numbers generates additional, unwanted, values: (R;R;RyR;) =
i(dﬁj&k,l + 6i,k6j,l + 6i,l6j,k)a whereas (RgR;Rle> = idivjdkyl’

It should be apparent that if the indices ¢ and j are in the same N dimensional block, we
get the “equal-time” Green’s function

Gy =M;"=[I+BreBr1, - Bis] ", (1.4.43)

which is the quantity used in traditional determinant QMC.
However, choosing i, j in different N dimensional blocks, we can also access the non-equal
time Green’s function,

G517i§f2,j = <Ci(€1)c;r‘(€2)> = (Bél Bfl—l t B€2+1(I + B€2 --B1Byp, - B€2+1)_1)ij'

At every measurement step in the HQMC simulation, the equal-time Green’s function
G;; can be obtained from the diagonal block of M, ! and the unequal-time Green’s function
G, ie,,; can be computed from the (€1, ¢2) block submatrix of ML,

As we already remarked in describing the measurements in determinant QMC, it is often
useful to generalize the definition of correlation functions so that the pair of operators are
separated in imaginary time as well as spatially. The values of the non-equal time Greens
function allow us to evaluate these more general correlation functions ¢(l,7). To motivate
their importance we comment that just as the structure factor S(q), the Fourier transform
of the real space correlation function c¢(l), describes the scattering of particles with change
in momentum ¢, the Fourier transform of ¢(l,7) into what is often called the susceptibility
x(q,w), tells us about scattering events where the momentum changes by ¢ and the energy
changes by w.
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1.5 Appendix A Updating Algorithm in DQMC

In this appendix, we discuss the single-state MC updating algorithm to provide a fast means
to compute the Metropolis ratio in DQMC, as described in section 1.3.2.

A.1 Rank-one updates

Consider matrices M7 and Ms of the forms
My =1+FV; and My=1+ FVs,

where F' is a given matrix. V; and V5 are diagonal and nonsingular, and moreover, they differ
only at the (1,1)-element, i.e.,
V2(17 1)

VflVQ =1+ alelelT, a; = V(L) -1,

where e; is the first column of the identity matrix I.
It is easy to see that My is a rank-one update of Mj:

My = I+FVi+FW(V'Ve—1)
= M+ Ozl(Ml — I)€1€¥1
= M [I—i—on([ — Ml_l)elelT] )

Therefore, the ratio of the determinants of the matrices M; and My are given by'?

. det M2

= Sl T4+ a1(1 —el M tey). (1.5.44)

1

Therefore, computing the ratio 71 is essentially about computing the (1,1)-element of the
inverse of the matrix Mj.

By Sherman-Morrison formula, we see that the inverse of the matrix My is a rank-one
update of Ml_l:

My = T — 21— My Yeel | My = Myt - <ﬂ> woy, (1.5.45)
1 ™

where the vectors u; and vy are defined by uy = (I — Ml_l)el and v = Ml_Tel.
Now, let us consider a sequence of matrices M;1, generated by the rank-one update:
Miy1 =1+ FVi
where

‘/iJrl(ia Z)

~1.
Vi, i)

~1 T
ViiVipr =1+ aueie;, o =

12Here we use the fact that det(I + myT) =1+ yTz for any two column vectors = and y.
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fori =1,2,...,n— 1. Then by equation (1.5.44), we immediately have

B det M/L'Jrl

= qear, = LT eill e M),
and
_ _ (67
Mz‘+11 =M, L (T—Z> uin-T,
(A

where u; = (I — Mi_l)ei and v; = Mi_TeZ-.
Denote
Up = [u1,ug,--- ,up—1] and W = [wi,wa,--- ,wp_1].

then it is easy to see that the inverse of M, can be written as a rank-(k — 1) update of M; L.

Mt =M - U1 DWW

where Dy = diag(%L, 22 Zho1y,

ri?re? ) v

Remark 1.5.1 The discussion on the stability of such continuous updating can be found in
[G.W.Stewart, Modifying pivot elements in Gaussian Elimination, Math. Comp., 28 (126)(1974),
pp.537-542] and [E.L.Yip, A note on the stability of solving a rank-p modification of a linear
system by the Sherman-Morrison-Woodbury formula, SIAM J.Sci.Stat.Comput., 7(2)(1986),
pp.507-513].

A.2 Computing the Metropolis ratio and updating the Green’s function

As we discussed in section 1.3.2, in the DQMC, it is necessary to repeatedly compute the
Metropolis ratio
_ det[M (h)] det[M_(R)]
~ det[My (h)]det[M_(h)]’

for configurations h’ and h, where M, (h) is defined in (1.3.18), namely

M,(h) =1+ B o(h)Br-1,6(hp—1) - Ba,g(h2)Bi,s(h1).

Note that h = (h1,ha,...,hr), K = (R}, Y, ... ), and each hy or k) is a N-length vector.
The Green’s function associated with the configuration A is defined as

Go(h) = M; " (h)

g

DQMC update of configuration h. We consider the DQMC simulation where the elements
of configurations i’ and h are the same except at the imaginary time slice £ and spatial site i:

!/
hﬁyi = _hf,iu

i.e., configuration i’ is obtained by a simple flip at (¢,4). This update is done for £ =1,2,..., L
andi=1,2,..., N.

Let us start with the imginary time slice ¢ = 1:
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e at the spatial site i = 1:
11 =—hu1.

By the relationship between M, (k') and M, (h) and equation (1.5.44), one can derive
that the Metropolis ratio 711 is given by

r11 = d+d_, (1.5.46)
where for o = £,
do_ =1 + 04170- (1 — C?Mgl(h)el) =1 + 04170— (1 — (Go’(h))ll) )

and

a1y = e—?o’l/hLl —1.

Therefore, the gist of computing the Metropolis ratio r; is to compute the (1, 1)-element
of the inverse of the matrix M, (h).

If the Green’s function G, (h) has been computed explicitly in advance, then it is essen-
tially “free” to compute the ratio r1;. In this case, if the proposed h’ is accepted, then
by the equality (1.5.45), the Green’s function G, (h) is updated by a rank-one matrix:

Gy (h) «— Gy(h) — Heo Ugw? .

o
11

where

g = (I — Gy(h))er and w, = GL(h)e;.

e At the site 7 = 2:
h/172 == —h172.

By the similar derivation as for the previous case (¢,7) = (1, 1), we have
ri2 =dyd-, (1.5.47)
where for o = +,
dy =1+ azo (1= (Go(M))12), 1o =e 272 -1,
Correspondingly, if necessary, the Green’s function is updated by the rank-one matrix

Gy(h) «— Gy(h) — & Ugw? .

where

Uy = (I — Gy(h))er and w, = GL(h)e;.

e It is immediately seen that for the time slice £/ = 1, we can use same procedure for
computing the Metropolis ratios r; for i = 3,4,..., N, and updating the Green’s function

G, (h).
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e For high performance computing, one may delay the update of the Green’s functions t
to lead to a block high rank update, instead of rank-one update. There is a so-called
“delayed update” technique.

Now, let us consider how to do the DQMC configuration update for the time slice ¢ = 2.
We first notice that the matrices M, (h) and M, (k') can be rewritten as

—

My(h) = Bi(h)My(h)Bio(h)
My(l) = By r(hy)Ms(l)Byq(h})

where

M,(h) = I+ Bis(h1)Bro(hr)Br-1,6(hr—-1)--- B2s(h2)
Ma(h,) = I+ Bl,a(hll)BL,U(hlL)BL—l,a( /L—l) T B2,U(h/2)-

Consequently, the Metropolis ratio r can be written as

s — et My ()] det[M_(1)] det[M, (1)) det[M_ (1))
" det[My(h)]det[M_(h)]  det[M., (h)]det[M_(h)]

and the associated Green’s function is updated via a “wrapping”:

~

Go(h) — By 3 (h1)Go(h)Bi g ().

We see now that the configurations he and h}, associated with the time slice £ = 2 appear
at the same location as the the configurations hy and h} at the time slice £ = 1. Therefore, we
can use the same formulation as for the time slice £ = 1 to compute the Metropolis ratios ry;
and update the associated Greent’s functions.

When ¢ > 3, it is clear that we can repeat the previous discussion for computing the
Metropolis ratios ry iand updating the associated Green’s function for the time slices £ =
3,4,...,L, and the spatial sitest=1,2,...,N.

Remark 1.5.2 As we noticed that the main computing costs is on the updating of Green’s
functions. It costs 2N? flops at each spatial site i. The total cost of one-loop (for the flippings
of all NL sites) is O(2N3L).

One important problem is how to numerically stable and efficient to compute the initial
Green’s function Gy(h), and to recompute the Green’s functions after a certain number of
updating steps for numerical accuracy. The QR decomposition with pivoting is currently used
in the DQMC implementation [10].
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1.6 Appendix B Particle-Hole Transformation

In this appendix, we give an algebraic derivation for the so-called particle-hole transformation.

B.1 Algebraic identities

we first present a few algebraic identities.
Lemma 1.6.1 For any nonsingular matriz A,
(IT+A Y =T (I4+4)~"
Lemma 1.6.2 Let the matrices Ay be symmetric and nonsingular for £ =1,2,--- .m, then

(T+AA AT =T - (T + A Ay - AT

m “im—1"

Theorem 1.6.1 For any square matrices A and B, if there exists a nonsingular matriz 11
such that
[MA+ AIl=0 and IIB — BII =0,

namely, I anti-commutes with A and commutes with B. Then we have
I+ D)yt =1 -1 Y1487 (1.6.48)

and
det(I + eA7B) = T(A=B) det(I 4 A1) (1.6.49)

PROOF. First, we prove the inverse identity (1.6.48),

(I+67A+B)*1 — I— (I+6H_1(A+B)H)fl
I+ AP = 1 — 117 (1 + A5 7L

(I+er Byt = 1-
I —

Now, let us prove the determinant identity (1.6.49). Note that
I+eA B = A Bu+ 6_(A_B)) = AB(] 4 A8
eAfB(I + €IrlAHJrITlBH) _ eAfB(I + H71€A+BH)

= A BINI 4+ AP
Hence, we have

det(I +e?P) = dete? 8. detTI™" - det(I + eAT5) . detII
eTTA=B) det (I + eA1P).

For the last equality, we used the identity det eV = e™W for any square matrix W. |
The following theorem gives the relations of the inverses and determinants of the matrices
I +ede B and I + edel.
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Theorem 1.6.2 For symmetric matrices A and B, if there exists a nonsingular matriz IT such
that
[MA+ AII=0 and 1IB - BII=0.

Then we have
(I+ete™ By =T -1 T(I4e4eP)"TO" (1.6.50)

and
det(I + ete™B) = e™A=B) det (I + e4eP) (1.6.51)

The following theorem is a generalization of Theorem 1.6.2.

Theorem 1.6.3 Let M, = I + eAe7BredeBr1 ... eAe?B1 where A and {By} are symmetric,
o = +,—. If there exists a nonsingular matrixz 11 that anti-commutes with A and commutes
with By, i.e.,

A4+ All=0 and IIB;— Bl =0 forl=1,2,...,k.

Then we have
Mt =1-mm M Ta" (1.6.52)

and
det(M_) = KT (A)=Zi1 Tr(Bo) qet (M) (1.6.53)

The following theorem is another generalization of Theorem 1.6.2.

Theorem 1.6.4 Let A and B be symmetric matrices, and W be a nonsingular matriz. If
there exists a nonsingular matriz I1 such that it anti-commutes with A and commutes with B,
1.€.,

[MA+ AIl=0 and 1IB—-BII=0
and furthermore, it satisfies the identity
I =wnw?.

Then
(I+ete Bw) =1 -1 11 +etePw)"TOT (1.6.54)

and

det(I 4+ ete ™ BW) = TTMA=B) . det W - det(I + e?ePW) (1.6.55)
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B.2 Particle-hole transformation in DQMC

1-D lattice. Consider the simple 1-D lattice with N, site, with

[0
1

—_ O =
—_

| 1 1 0 1N, xn,

and N, x N, diagonal matrices V; for £ =1,2,..., L.
If N, is even, then the matrix

I, = diag(1,-1,1,-1,...,1,—1)
is anti-commutible with K, and is commutible with V}, i.e.,
K, + KyIl, =0 and IV, -V, =0 for ¢=1,2,...,L.
Then by Theorem 1.6.3, the determinants of the matrices M_ and M satisfy the relation
det(M_) = e~ Zi=1 (VD) et (M, ).
For the Green’s functions:

Ga — Mfl — (I + eTtheo'VLeftheo'VL_l . eTtheaVl)fl
o

where 0 = + or —, we have

G- =1-1,GL1L,.

This is referred to as the particle-hole transformation in the condensed matter physics litera-
ture.

2-D rectangle lattice. Consider a 2-D rectangle lattice with IV, x N, sites, where
K=K, @I +1®K,.

and NN, x NN, diagonal matrices V, for £ =1,2,... L.
If N, and N, are even, then the matrix

IT =11, ® 11,
is anti-communtible with K and is communtible with V:
NK+KII=0 and IV, —V)I=0 for ¢=1,2,...,L.
Then by Theorem 1.6.3, we have

det(M_) = e~ 2= (Vo) det(M.).
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This is the identity we used in equation (1.4.28). Furthermore, for the Green’s functions:
Ga — M—l — (I + CTtKCUVL eTtKeavL,l . eTtK60V1)—1
g
where 0 = + (spin up) or — (spin down), we have
G_ =1-TGIIL

This is referred to as the particle-hole transformation in the condensed matter physics litera-
ture.

B.3 Particle-hole transformation in HQMC
In the HQMC, we consider the matrix M, of the form

r I eTtKeo'Vl T
_eTtK eO’VQ I

MO_ _ —€TtKeUV2 T -7 + €AeO'DP

_eTtKeo'VL I

where A = diag(7tK, 7tK,...,7tK) and D = diag(V1, Va,..., V) and

0 I
—I 0
P = -I 0

-1 0

It can be verify that for the 1-D or 2-D rectangle lattices, i.e., K = K; or K = K, QI +1® K,
as defined in B.2, the matrix

or
N=IxI,®P, (2-D)

anti-commutes with A and commutes with D, i.e.,
ITA+ AIl=0, IID - DII=0,

and furthermore, it satisfies
1 = pPripPT.

Then by Theorem 1.6.4, the determinants of M, and M_ are related by
det(M_) = e~ Zee1 Vo) . det(M,).

Note that det P = 1.
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The Green’s functions G4 = M;l and G_ = M~" satisfy the relation
T
G_ =1-T1IG,IL
Note that det P = 1.

B.4 An open problem

Beside the 1-D and 2-D rectangle lattices, namely the lattice structure matrices K, and
K as defined in B.2, are there other types of lattices (and associated structure matrices K)
such that we can apply Theorems 1.6.4 to establish the relationships between the inverses and
determinants in the DQMC? It is known that for the honeycomb lattices, it is true, but for
the triangle lattices, it is false.

A similar question is also valid for the HQMC.

B.5 Some useful basic identities

1. In general, e B +#£ edeB, and edel £ eBe.
2. (eA)~! = e~ for every nonsingular matrix A
3. ePT'AP = p-leAp

4. (eMH = eA” for every square matrix A

e is Hermitian of A is Hermitian

e is unitary of A is skew-Hermitian

5. det e = T4 for every square matrix A

6. ARIHIOB _ (A g B
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Lecture 2

Hubbard matrix analysis

For developing robust and efficient algorithmic techniques and high performance software for
the QMC simulations described in the previous lecture, it is important to understand math-
ematical and numerical properties of the underlying matrices, referred to as the Hubbard
matrices, such as eigenvalue distribution and condition number. In this lecture, we study the
dynamics and transitional behaviors of the properties of Hubbard matrices as functions of
multiscale parameters.

2.1 Hubbard matrices

To simplify the notation, we write the matrix M introduced in the HQMC simulation of
Lecture 1 as

I By

M = —-Bsy I (2.1.1)

—-Bp I
and refer to it as “Hubbard matrix”, where

e [ is a N X N unit matrix,

e Byisan N x N matrix of the form

B, = e™KeVe, (2.1.2)

scalar t is a hopping parameter and 7 = %,

e K is a matrix describing lattice structure,

Vyis an N x N diagonal matrix, V;, = v - diag(he1, he2, ..., he,n), and v is a parameters
defined by coshv = 2. Note that v = (TU)% + %(TU)% + O((tU)?).

{he;} are random variables, referred to as Hubbard-Stratonovich field or configurations.

38
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The Hubbard matrix M can be compactly written as
M = Iy — diag(Bi, Ba,...,Bp)II (2.1.3)

or
M = Iy — (Iy ® B)Dyy (P ® ILy), (2.1.4)

where Iy and Iny are N x N and NL x NL unit matrices, respectively,

0 -1 0 —In
1 0 In O
P: 5 H:P®IN - .
1 0 In 0
and
B = etTK
Dy = diag(e',e"2, ..., e'1).

The Hubbard matrix M displays multi-length scale properties, since the dimensions and
properties of M are characterized by multiple length and energy parameters, and random
variables. Specifically, we have

e Length parameters: N and L

— N is the spatial size. If the density p is given, N also measures the number of
electrons being simulated.

— L is the number of blocks, it is set by the inverse of the temperature.
e Energy-scale parameters: ¢, U and [

— t determines the hopping of electrons between different atoms in the solid and thus
measures the material’s kinetic energy.

— U measures the strength of the interactions between the electrons, that is the po-
tential energy.

— [ is the inverse-temperature.

e The parameter connecting length and energy scales: 7 = (3/L.

— 7 is a discretization parameter, a measure of the accuracy of the Suzuki-Trotter
decomposition.

e Configuration random variables hy ;.

In more complex situations other energy scales also enter, such as the frequency of ionic
vibrations (phonons) and the strength of the coupling of electrons to those vibrations.
In summary, the matrix M has the following features.
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Figure 2.1: A typical MD trajectory in a HQMC simulation.

e M incorporates multiple structural scales: The inverse temperature 3 determines the
number of blocks L = /7, where 7 is a discretization stepsize. Typically L = 10 to
102. The dimension of the individual blocks is set by N the number of spatial sites. In
a typical 2D simulations N = N, x N, o 10*> ~ 103. Thus the dimension of the M is
10% ~ 10°.

e M incorporates multiple energy scales: The parameter ¢ determines the kinetic energy
of the electrons, and the interaction energy scale U determines the potential energy.

e M is a function of NL random variables hy;, the so-called Hubbard-Stratonovich field.
The goal of the simulation is to determine the configurations of these variables which
make large contributions to operator expectation values, and then to sum over those con-
figurations. Therefore, the associated matrix computation problems, such as computing
M~1b, need to be solved 10 to 10° times in a full simulation, see Figure 2.1, where at
every step, we have the matrix computation problems.

The matrix computation problems which enter quantum simulations are the following:

det(a1)
det (M)
update of M, see the Metropolis accept/reject decision in the DQMC algorithm and
Appendix A of Lecture 1.

1. Computation of the ratio of the determinants of the form , where M is a low-rank

2. Solution of linear systems of the form MMz = b, see HQMC algorithm for molecular
dynamics steps in Lecture 1.

3. Computation of specific elements of the inverse (M ~1');;, for computing physical observ-
ables, such as energy, density, magnetic and moments, see sections 1.3.3 and 1.4.3.

One of computational challenges is to increase the spatial dimension N = N, x N, from
0(10%) to O(103), that is, to do a 1000 electron QMC simulation. Such an increase would
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have a tremendous impact on our understanding of strongly interacting materials because it
would allow for the first time the simulation of systems incorporating a reasonable number
of the mesoscopic structures, such as a “checkerboard” electronic crystal’ and stripes stripe
structure arising from removing electrons from the filling of one electron per site in the Hubbard
model?

2.2 Basic Properties

In this section, we exploit basic properties of the Hubbar matrix M as defined in (2.1.1).

1. A block LU factorization of M is given by

M = LU, (2.2.5)
where ) )
I
—-By I
L = —Bg I

I —Br I

and ~ _
I B

1 By By

I By 1--- B
I+BrBr_1---By |

2. Note that the inverses of the factors L and U are given by

I
By I
L—l — BgBQ Bg I
| BLBr_1---By --- BrBp1 Bp I |
and )
I —BF

I —ByB1F
Ul = :
I —-Bj_1---BiF
F

where F'= (I + BLBr—1 -+ BgBl)_l. Therefore, the inverse of M is explicitly given by

Mt=Uu"lLt =Wz, (2.2.6)

!T. Hanaguri et al. Nature 430, 1001 (2004)
2S.R. White ef al., Phys. Rev. Lett. 80, 1272(1998).
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where
W:diag(I+BlBL"'BQ,I+BQBlBL"'Bg, ...,I—I-BLBL,l-"Bl)
and
T T “B\B,---Bs —BiBL---By --- —BBy _B
By I —ByB1Br---By --- —B9sB1Bjp —B2B;
; B3 By Bs I .. _BsByB1B,  —BsByB;
By i---By Bj_,---Bs B;_1---B, I —B;_.---ByB
By --- By Bj --- By By ---B, By

In other words, the (i, 7) block submatrix, denoted as {M}i_jl, of M~! is given by

where o
BiBi_1---Bji1, 1>

Ziy =9 1, i=J

—B;---BBL---Bj1, i<j

3. By the LU factorization (2.2.5), the following determinant identity holds:

det(M) = det(I + BLBy_1--- By). (2.2.7)

2.3 Matrix exponential B = ™%

In this section, we discuss how to compute the matrix exponential B = /7% when K defines

a standard 2-D N, x N, rectangle lattice, i.e., .

K=I1,0 K, + K, ® I,

where I, and I, are unit matrices of dimensions IV, and NN, respectively, and K, and K, are

N, x N and N, x N, matrices of the form

K. K, =

First, by a straightforward calculation, we can verify the following lemma.

Lemma 2.3.1 The eigenvalues of K are

Kij = 2(cos 0; + cos0;), (2.3.8)
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where
20m .
Hi = Fx, fOT' 12071,2,...,Nx—1
29T .
(9] = Ty, fOT j:O,1,2,...,Ny—1.

The corresponding eigenvectors are
Vij = Uj Q Uy,

where

U; = )

[1’ eiei’ €i26i’ . ’ei(Nx—l)Gi]T

u] — [1’ 616j76126j, L. ’el(Ny—l)Gj]T'
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We now turn to the computation of the matrix exponential B = ¢!”%.3 By the definition
of K, the matrix exponential e/”® can be written as the product of two matrix exponentials:

B = et’T‘K — (Iy ® etTKx)(etTKy ® Ix) — etTKy ® etTKx. (239)

By Lemma 2.3.1, we can use the FFT to compute B. The computational complexity of
formulating the matrix B explicitly is O(N?). The complexity of matrix-vector multiplication
is O(N(log Ny +log Ny)).

Checkerboard approximation. In practice, we use an approximation of the matrix ex-
ponential B = e™¥ when 7 is sufficiently small. The method is referred to as checkerboard
approzimation®. It only costs O(N). For simplicity, assume that N, and N, are even. Write
K, as

K, =KUY+ K,

where

D
1 0

D

Note that for any scalar a # 0, the matrix exponential e*” is given by

oD cosha sinha
et = .
sinha cosh«

3A survey of the numerical methods to compute the matrix exponential is [Clever Moler and Charles Van
Loan, Nineteen Dubious ways to compute the exponential of a matrix, twenty-five years later, SIAM Review,
45(2003),3-49.]

It is particularly useful for different hopping t;; at different lattices, i.e., ¢ is not a constant.
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Therefore, we have

oD cosh a sinh o

e
aD
aD (&

eaK,(cl) —

aD

| sinh o cosha |
Since K:E” does not commute with Kf), we use the approximation

(1) (2)
eaKz _ €aKI €aKI + O(OéQ),

where « is a scalar. Similarly, we have the approximation
Ky — ok ok +0(a?),
Subsequently, the matrix B has the approximation

B = etTKy ® etTKm
(etTK:,Sl)etTK:,SQ)) ® (etTKél)etTK;2)) + O(t27'2)

(etTK:,Sl)etTK:,SQ)) ® (etTK;I)etTK;2))

~

(2.3.10)

There are 16 nonzero elements in every row and column of the matrix B. Therefore, if cosh «
and sinh « are computed in advance, the cost to construct the the matrix B is 16N.
Note the the approximation (2.3.10) of B is not symmetric. A symmetric approximation
of B is given by
B = (7K T @ (5K et T,

In this case, there are 36 nonzero elements in every row and column.

Matrix-vector multiplication. Let us consider the computation of the matrix-vector mul-
tiplication Bx. Let z be a vector of the dimension N = N, x Ny and X be an N, x N, matrix,
such that

x = vec(X).

Then we have © o o ©
B = vec(e!™Ke TRz X oKy olTEy ™y (2.3.11)

It can be verify that the cost of the matrix-vector multiplication Bz is 12N. It can be further
reduced by rewriting the block e®? as

1 tanh «
aD — h
€ costha tanh « 1

Using this trick, the cost of the matrix-vector multiplication Bz is 9N.
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The study of eigenvalues of a cyclic matrix can be traced back to the work of Frobenius (1912),
Romanovsky (1936) and Varga (1962). The following theorem characterizes the eigenvalue

distribution of the Hubbard matrix M.

Theorem 2.4.1 For each eigenpair (u,w) of the matriz By, --- BaB1, there are L correspond-

ing eigenpairs (A, v}) of the matriz M given by

[ (BL---B3By) '\ lw
(BL s Bg)il)\gilw
M =1-X and v} =

B;l)\gw

w

where

fort=0,1,..., L —1.
The theorem can be verified by checking (I — M)v)! = A},
2.4.1 The case U =0
When the Hubbard system without Coulomb interaction, U = 0, we have
By =By=---=DB,=B=¢"".
In this case, the eigenvalues of the matrix M are known explicitly.
Theorem 2.4.2 When U = 0, the eigenvalues of the matrix M are

. (20417

AM)=1—¢ it~

for 0 <0 <L —1, where r;j is defined in (2.5.8). Furthermore,

max |1 — A(M)| = e and min|l — \(M)| = e 4",

(2.4.12)

The following plot shows the eigenvalue distributions of the matrix M with the parameters

N=4x4,L=8U=08=1,t=1.

The dimension of the matrix M is NL = 4 x 4 x 8 = 128. Theorem 2.4.2 can be used to
interpret the distribution. It has a ring structure, centered at (1,0). On every ring there are
L = 8 circles. We can also view the eigenvalues distribute on L = 8 rays, centered at (1,0).
The eigenvalues k;; of the matrix K only have 5 different values. There are total 40 circles,

with some multiple eigenvalues.
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Let us examine the eigenvalue distributions of M under the variation of the parameters
N,L,U and t.

1. Lattice size N: the following plot shows the eigenvalue distributions when N = 4 x 4
and N = 16 x 16. Other parameters are set as U =0, L = 8 and ¢t = 1. Note that there
are more points on each ray, due to the fact that there are different values of x;; when
N =16 x 16 than N =4 x 4.
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2. Block number L: the following plot shows the eigenvalue distribution for block numbers
L =8 and L = 64. Other parameters are set as N =4 x4, U =0and t = 1. As we
observe that as L increases, the number of rays increases, and the range of the eigenvalue
distribution on each ray shrinks and becomes more clustered.
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3. Block number L and ¢: the following plot shows the eigenvalue distributions for different
pari (L,t) = (8,1) and (64,8). Other parameters are set as N = 4 x 4 and U = 0.
By Theorem 2.4.2, we know that the points on the one ring are equal to L. When L
increases, the points on each ring increase. At the same time, since 7 = %, the range of

|1 — A(M)| is [ef% e%], the range will shrink when L increases. If we fix £, the range
will still keep same. This is shown in the plot.
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2.4.2 The case U #0

Unfortunately, there is no explicit expression for the eigenvalues of the matrix M when U # 0.
The following plot shows that as U increases, the range of eigenvalues on each ray is widen.
Other parameters are set as N =4 x4, L =8t = 1.
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2.5 Condition number of M

In this section, we study the condition number of the Hubbard matrix M defined in (2.1.1).

2.5.1 The case U =0

When U = 0, M is a deterministic matrix and furthermore, By = By = --- = By, = ™K = B.
First, we have the following lemma about the the eigenvalues of the matrix M7T M.
Lemma 2.5.1 When U = 0, the eigenvalues of MM are
Ne(MTM) =1+ 2X\(B) cos 0, + (A\(B))?, (2.5.13)
where
0, — 20+ 1)m
)

for£=0,1,--- L —1.

The result is based on the following fact. For any real number a, the eigenvalues of the

matrix
1+ a2 —a a

—a 1+ad® —a
Afa) =
a —a 1+4a®
are
MA(a)) =1 — 2acos b + a*.
Note that for any real number a,
sin?f <1 —2acosf +a® < (1+|a|)?,

Therefore, we have the following inequalities

max A\(MTM) < (1 + max|A\(B)))? and min)\g(MTM)zsiHQ%.
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By these inequalities, the norms of M and M ! are bounded by
IM]| = max Ae(MTM)2 < 1+ max|A(B)|,

and

1 1
<

1M1 = < —.
min \g(MTM)2 sIng

(2.5.14)

Note that B = €™ and Amax(K) = 4, we have the following upper bound of the condition
number k(M) of M.

Theorem 2.5.1 When U =0,

- 1_’_€4t’7'
K(M) = |M|[|]MH] < = O(L). (2.5.15)

s T
SIDL

Therefore, when U = 0, the matrix M is well-conditioned.

2.5.2 The case U is sufficient small
We now consider the situation when U # 0. By the representation of M in (2.1.3), we have

2] < 1 mae | B[ [P = 1+ mae [ Byl < 1+ 47+, (2.5.16)

where coshv = e%, or approximately, v ~ (7U)"/2.

To bound ||M~1||, we first consider when U is small. In this situation, we can treat the
matrix M as a small perturbation of the matrix M at U = 0. We have the following result.

Theorem 2.5.2 If U is sufficient small such that

¢’ <1+ sin % (2.5.17)

then
14 64tT+V

R(M) = [ M [|M7H] < R
PRrROOF: M can be expanded at U = 0, denoted by Mjy:

M = My + diag(B — By)II,
where B = e/™K. Note that ||TI|| = 1, then if || M, *diag(B — By)|| < 1, then we have

M|

o - . (2.5.18)
1 — || M, "diag(B — B

I <

Since 1 Why??7
1M diag(B)|| <

- T
SlIlL




we have v _1
S S . e —
| My diag(B — B)| < || Mg diag(B) | diag(T — )] < <.
L
Now, if
v—1
<1
Sll’lz
ie,
e’ <1+ sin n
L’
by (2.5.18) and (2.5.14), we have
—.1 1
_ sin T
1M~ < — T mmIii e
sin% L

This completes the proof. B
Note that the Taylor expansion of v gives the expression

3
v=\Ur+ (U172)2 + O(U272).

Then to the first-order approximation, the conditon (2.5.17) is
2

\/ES%\/F—%O(T), or US%T—FO(T

Njw

).
Therefore, to the first order approximation, we have

L(1 AtT+v
k(M) < (1+e )

S NLNTIE +O0(Uz2072).
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(2.5.19)

(2.5.20)

By the inequality, we conclude that when U is sufficient small enough, M is well-conditioned

and k(M) = O(L).

2.5.3 The case U =#£0

In general, it is still an open problem for a rigorous sharp upper bound x(M) for general
U # 0. The following plot shows the averages of the condition numbers of M for 100 H-S
field configurations h,; = %1, uniform two-point distribution, where N = 16, L = 83 with

B =[1:10], and t = 1.
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The above plot reveals two key issues concerning the transition from well-conditioned to
ill-conditioned behaviors:

1. When U # 0, the condition number increases much more rapidly than the linear rise
which we know analytically at U = 0.

2. Not only does the condition number increase with U, but also so do its fluctuations over
the 100 chosen field configurations.

The first observation tells us the parameter L is critical to the difficult of our numerical
linear algebra solvers. The second suggests that widely varying condition number might be
encountered in the course of a simulation, and therefore that a solver might need to have the
ability to adopt different solution strategies on the fly.

2.6 Condition number of M ®*)

For an integer k < L, a structure-preserving factor-of-k reduction of the matrix M leads a
matrix M®*) of the form

I B
-B T
M® = — B}
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where L = [%] is the number of blocks and

B® = BB, BB

k
Bé) = DBopBop_1- Bipy2Brt1
B® — B/ B,_,---B

Ly Lbr—1 (Lp—1)k+1-

First we have the following observation: the inverse of M *) is a “submatrix” of the inverse
of M. Specifically, since M and M) have the same block cyclic structure, by the expression
(2.2.6), we immediately have the following expression for the (i, j) block of {M (k‘)}; ]-1:

(M® L = (1 + Bz‘(k) ) ..BY“)B](;’“) ...g% )*12(’?)

7 i+1 @]
where B ) b
® BBy By i>]
ZZ‘J‘ = -[7 /L = j )

_Bz‘(k)"'B§k)B(Lk)"'B](‘lf|-)1v i< j
By the definition of BZ-(k), and if 7 % L)

Bisk - Bjsk+1, i>]
{(pm®) ;]'1:(I+Bik“‘BlBL“‘Bi*k+1)_1 I, =]
—Bisk - B1BL -+ Bjsgt1, <]

Hence if i # L),
{(M®Y ! = (M Y ke

ij
If i = L™ we have

Br -+ Bjig+1, J<L

(R)y -1 _ -1

Hence if i = LK),
(MW 5 = M g

We now turn to the discussion of the condition number of the matrix M), We have the
following two immediate results:

1. Since an upper bound of the norm of the matrix Bék) is given by
HBék)H < e(4tr+u)k.
we have
[ M| < 14 eWtr+0Ik, (2.6.21)

2. Since (M®)~1 is a “submatrix” of M~!, we have

I E) Y < at. (2.6.22)
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By combining (2.6.21) and (2.6.22), we have

R(MW) =M@ (M ®)~1|

1M _1y_ IM®)

< [ MI[[[M~] = r(M)
[[M]] [[M]]
1 _|_€(4t7'+1/)k

< ————k(M).

M|
In summary, we have
k(M®)) < ek (M), (2.6.23)

where ¢ is some constant. It shows that the condition number of M®*) is bounded by the
product of the condition number of M and a quantity involving reduction factor k.

For further details, let us first examine the case where U = 0 and the reduction factor
k = L. In this case, the matrix M is reduced to a single block

MY =14+ Bp---ByBy=I1+B---BB=1+B' =1+ (™)L = [ + £FK.
Then the condition number of M) is given by the eigendecomposition of the matrix K:

1+ ¥8

Ly_ ~-™T%
R(M )_1—1-6*4'55'

Note that ML) is extremely ill-conditioned when £ is large.
When U = 0 and the reduction factor k < L, and L; = % is an integer, then we have the
following result

r(M®*)) <
sin le

The inequality can be proved in a similar way as the proof of Lemma 2.5.1. We believe the
bound is still true even when L/k is not an integer. The following figure shows condition
numbers of M*) with respect to the reduction factor k& when U = 0. The computational and
estimated results fit well.
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In general, when U # 0, we have the bound (2.6.23). The following figure shows the
condition numbers of a few sample matrices M*) (solid lines), and the upper bound (2.6.23)

(circle dashed line). for U = 4 and U = 6. The condition number x(M) of M uses the mean
of the condition numbers of the sample matrices M.
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It is clear that the upper bound e*(*7+*) k(M) is overestimated, partially due to the over-
estimation of the norm of M ). We observe that the condition number of M¥) is closer to the

quantity Vek##7+) (M), shown as the diamond dashed line of the plots. This is a subject of
further study.



