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Abstract

In recent years, a great deal of attention has been devoted to Krylov subspace techniques for reduced-orde
modeling of large-scale dynamical systems. The surge of interest was triggered by the pressing need for efficient
numerical techniques for simulations of extremely large-scale dynamical systems arising from circuit simulation,
structural dynamics, and microelectromechanical systems. In this paper, we begin with a tutorial of a Lanczos
process based Krylov subspace technique for reduced-order modeling of linear dynamical systems, and then give
an overview of the recent progress in other Krylov subspace techniques for a variety of dynamical systems,
including second-order and nonlinear systems. Case studies arising from circuit simulation, structural dynamics
and microelectromechanical systems are presented.
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1. Introduction

The continual and pressing need for accurately and efficiently simulating dynamical behaviors of
complex physical systems arising from computational science and engineering has led to increasingly
large and complex models. Reduced-order modeling techniques play an indispensable role by providing
an efficient computational prototyping tool to replace such a large-scale model by an approximate smaller
model, which is capable of capturing dynamical behavior and preserving essential properties of the larger
one.

A myriad of reduced-order modeling methods has been presented in various fields. Most of these
methods fall into two categories. The first one is comprised of the techniques based on the optimization
of the reduced-order model according to a suitably chosen criterion. The second category consists of the
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methods which preserve exactly a limited number of parameters of the original model. The work of [25]
provides a survey of early work on these methods. Over the past several years, Krylov subspace base
techniques have emerged as one of the most powerful tools for reduced-order modeling of large-scale
systems. We would like to call the reader’s attention to recent surveys on the topic [27,29,3], which are
complimentary to this work.

In order to introduce first-time readers to this topic, we will begin with a tutorial of Krylov subspace
techniques for reduced-order modeling of linear dynamical systems, specifically, on moment-matching
methods based on the Lanczos process. Then we give an overview of the recent progress of other method
for linear systems. We will also discuss the work which extends the Krylov subspace techniques for
reduced-order modeling of second-order, semi-second-order, and nonlinear systems. There are plenty o
guestions remaining unsolved with regard to those methods discussed in this paper, particularly on semi-
second-order systems and nonlinear systems. We will list these open questions throughout the paper.

Our motivation for studying reduced-order modeling technigues stems from the need for efficient
simulation tools for dynamical systems arising in circuit simulation, structural dynamics and micro-
electromechanical systems (MEMS). We will report our experiences with case studies arising from these
applications.

To encourage first-time readers to try out some of approaches discussed in this paper, we have set up
web site at http://www.cs.ucdavis.edtai to include basic implementation of some methods, along with
some test data. We hope this will also be regarded as an effort to exchange software and test problems
amongst researchers and practitioners who are interested in using these tools.

The rest of this paper is organized as follows. In Section 2, we introduce linear dynamical systems
and associated computational tasks and challenges. Then we give a tutorial on Lanczos process base
moment-matching methods for reduced-order modeling of linear systems. The remaining parts of
Section 2 are devoted to the discussion of some essential properties associated with linear dynamical
systems and how to preserve these properties in a reduced-order model, and finally we review other
reduced-order modeling methods for linear systems. In Section 3, we discuss the treatment of second-
order systems by the Krylov subspace based methods with the moment-matching property. Sections 4
and 5 report some preliminary work on the generalization of Krylov subspace techniques for semi-
second-order and nonlinear systems. Concluding remarks are in Section 6.

With a few exceptions, we follow the notational conventions used in [27,29]. Specifically, we use
boldface letters to denote vectors and matriGder zero vectors or matriceg,for the identity matrixe;
for thekth unit vector (theéth column ofI). The dimensions of these matrices and vectors are conformed
with dimensions used in the context,denotes transpose,= +/—1, R (s) is the real part of a complex
variables and R, C denote the sets of real and complex numbers, respectively. W& yisedenotes
the set of rational functions with real numerator polynomial of degree at m@std real denominator
polynomial of degree at most

2. Linear dynamical systems

A continuous time-invariant (lumped) multi-input multi-output linear dynamical system is of the form

{Cic(t) + Gx(t) = Bu(1),

y()=LTx(1), 1)
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with initial condition x(0) = x,. Here: is the time variablex(r) ¢ R" is a state vectom(¢) € R™

the input excitation vector, ang(t) € R” the output measurement vectétr, G € RV*" are system
matrices,B € RV andL € R"¥*? are input and output distribution arrays, respectivalyis the state
space dimension and and p are the number of inputs and outputs, respectively. In most practical cases,
we can assume that and p are much smaller thaN andm > p.

Linear systems arise in many applications, such as the network circuit with linear elements [87],
structural dynamics analysis with only lumped mass and stiffness elements [22,23], linearization of
a nonlinear system around an equilibrium point [27], and a semi-discretization with respect to spatial
variables of a time-dependent differential-integral equations [73,88].

The matriceC andG in (1) are allowed to be singular, and we only assume that the péneikC
is regular, i.e., the matrixG + sC is singular only for a finite number of values= C. The assumption
that G + sC is regular is satisfied for all applications we are concerned with that lead to systems of the
form (1). In addition,C and G in (1) are general nonsymmetric matrices. However, in some important
applicationsC andG are symmetric, and possibly positive definite or positive semidefinite. For example,
with proper formulationC and G are symmetric indefinite for a linear circuit network that consists of
only resistors, inductors and capacitors (in short, a linear RLC circuit). An important special case is RC
networks consisting of only resistors and capacitors; in this case, ofieantl G is symmetric positive
definite. Note that whef' is singular, the first equation in (1) is a first-order system of linear differential-
algebraic equations. The corresponding linear system is called a descriptor system or a singular system.

The linear system of the form (1) is often referred to as the representation of the system in the time
domain, or in the state space. Equivalently, one can also represent the system in the frequency domair
via a Laplace transform. Recall that for a vector-valued funcjfén, the Laplace transform of (¢) is
defined by

F(s)::E{f(t)}:/f(t)e“”dt, seC. (2)
0

The physically meaningful values of the complex variab#es =i w, wherew > 0 is referred to as the
frequency. Taking the Laplace transform of the system (1), we obtain the following frequency domain
formulation of the system:

sCX(s)+GX(s)=BU(s), 3
Y(s)=L"X(s),

where X (s), Y(s) and U (s) represents the Laplace transformaaf), y(¢r) andu(z), respectively. For
simplicity, we assume that we have zero initial conditi@ri®) = xo = 0 andu(0) = 0.

Eliminating the variableX (s) in (3), we see that the inpdf (s) and the outpu¥ (s) in the frequency
domain are related by the following x m matrix-valued rational function

H(s)=L"(G+sC)'B. (4)

H (s) is known as theransfer functioror Laplace-domain impulse responsithe linear system (1).
The following types of analysis are typically performed for a given linear dynamical system of the
form (1):

e Static (DC) analysis, to find the point to which the system settles in the equilibrium, or rest, condition,
namelyx () =0;
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e Steady-state analysis, also called frequency response analysis, to determine the frequency response
H (s) of the system to external steady-state oscillatory (i.e., sinusoidal) excitation;

e Modal frequency analysis, to find system natural vibrating frequency modes and their corresponding
modal shapes;

e Transient analysis, to compute the output behayi@y subject to time-varying excitatiom();

e Sensitivity analysis, to determine the proportional changes of the time respansend/or steady-
state respons# (s) to a proportional change in system parameters.

This paper will focus on applying reduced-order modeling techniques for steady-state and transient
analysis.

Linear dynamical systems have been studied extensively, especially for th€ eagefor example,
see [49]. Numerous techniques have been developed for performing various analyses of the system. Ont
of the primary computational challenges we are confronted with today is the large state dimérwion
the system (1). For example, in circuit simulation and structural dynamics applicatoosyld be as
large as 18. In addition, the differential equations in the system (1) are often stiff from multi-energy and
multi-scaling simulation. The system may be required to be analyzed repeatedly for different excitation
inputsu(z).

As a tutorial on Krylov subspace techniques for large-scale linear dynamical systems, in the rest of
this section we mostly confine our discussion to single-input single-output systemg=+@:;,= 1. We
will use lower case letterd and!l to denote the input and output distribution vectors, instead of the
capital lettersB and L. Consequently, the transfer function defined in (4) is a scalar function, and will
be denoted by (s). References will be given for the treatments of multi-input multi-output systems.

2.1. Eigensystem methods

Let us first review eigensystem methods as an introduction to the steady-state analysis of the linear
system. To computé/ (s) about a selected expansion paigtlet us set

A=—(G+s5,C)C and r= (G +s50C) b,

where we assume thét + soC is nonsingular. The (s) can be cast as

H(s) =1"((G + 50C) + (s — 50)C) b =1"(I — (s —50)A) 'r. (5)

In other words, we reduce the representation of the transfer funéfign using only one matrixA.
Assume that the matriA is diagonalizable,

A=SAS =S diagii, Ao, ..., Ax)-S7L.

Let f=STl= (fj) andg = S7ir= (g;), then the transfer functiol (s) can be expressed as a partial-
fraction expansion,

H(s)=fT(I —(s—so)A)*lg:Z¢ZPM+ P ©)

j=1
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This is known as thpole-residue representatiop; = so+ 1/, arepolesof the systent,x; = — f;g;/A;
areresidues and p,, = Z)\j:o fijg; is a constant, which corresponds to the poles at infinity (or zero

eigenvalues). Note that it cosB(N3) operations to diagonaliz&, and onlyO(N) operations to evaluate
the transfer functiorH (s) for each given point.
Unfortunately, in practice, diagonalization 4fis prohibitive when it is ill-conditioned or is too large.
As a remedy for the possible ill-conditioning of diagonalization, we may use the numerically stable Schur
decomposition. Led = QT Q" be the Schur decomposition df. Then

H(s)=1"(I — (s —s0)A) 'r=(Q") (I - (s —s0)T) " (Qr).

Now, it costs@(N?) to evaluate the transfer functidt(s) at each given poin. Alternatively, one can
use the Hessenberg decompositiomods suggested in [54].

To reduce the cost of diagonalizing or computing its Schur decomposition for large we may
use partial eigendecomposition. This is also referred to astaal superposition methpfbr example,
see [22]. By examining the pole-residue representation (6), it is easy to see that the motivation of this
approach comes from the fact that only a few poles (and associated eigenvalues) around the region of
frequencies of interest are necessary for the approximatidh(of. Those poles are called the dominant
poles. Therefore, to study the steady-state response to an input of the:fores ie' ', wherei is
a constant vector, we express the solutionc@$ = S;v(w)e' ', where S, containsk selected modal
shapes (eigenvectors) of the matrix gdir, G} needed to retain all the modes whose resonant frequencies
lie within the range of input excitation frequencies. Then one may solve the system

(i S CS + S{GS)v(w) = S| Bit 7

for v(w). Once the selected dominant poles and their corresponding modal s$hapescomputed, the
problem of computing the steady-state response is reduced to solvikigctheystem (7). In practice, it

is typical that only a relatively small number of the modal shapes is necessary@aV,. The problem

of finding a few modal shape$; within a certain frequency range is one of the well-known algebraic
eigenvalue problems in numerical linear algebra [4].

2.2. Reduced-order modeling

The desired attributes of reduced-order modeling of the linear dynamical system (1) include replacing
the full-order system by a system of the same type but with a much smaller state-space dimension
such that it has an admissible error between the full-order and reduced-order models. Furthermore, the
reduced-order model should also preserve essential properties of the full-order system. Such a reduced
order model would let designers efficiently analyze and synthesize the dynamical behavior of the original
system within a tight design cycle. Specifically, given the linear dynamical system (1), we want to find a
reduced-order linear system of the same form

C.z(t)+ G,z(t) = B, u(t), (8)
() =Lz(1),

1 By a simple exercise, it can be shown that the definition of poles and residues of the system is independent of the choice of
the expansion pointg.
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wherez(t) e R",C,, G, € R"™", B, € R"*™, L, € R"*?, andy(¢) € R”. The state-space dimensian
of (8) should generally be much smaller than the state-space dime¥isib(l), i.e.,n < N. Meanwhile,
the outputy(r) of (8) approximates the outpyi(z) of (1) in accordance with some criteria for alin the
class of admissible input functions. Furthermore, the reduced-order system (8) should preserve essentia
properties of the full-order system (1).
Note that thep x m matrix-valued transfer function of the reduced-order model (1) is given by

H,(s)=L}(G,+sC,)"B,.

Hence, for the steady-state analysis in the frequency domain, the objectives of constructing a reduced-
order model (8) include that the reduced-order transfer fundtiQis) should be an approximation of

the transfer functiorH (s) of the full-order model over the frequency range of interest with an admissible
error, and thai , (s) preserves essential propertiestis).

2.3. Padé approximation and moment-matching

Note that the scalar transfer functidii(s) of (4) is a rational function. More precisely/ (s) €
Rn-1.~, WhereN is the state-space dimension of (1). The Taylor series expansifir{sofof (5) about
so is given by
H(s) = IT(I — (s — s0)A) "'r =1Tr + (ITAr) (s — s0) + (ITA%r) (s — 50)>+ - -
= mo+ my(s — s0) + ma(s — s0)*+ -+, 9)
wherem; = I"A/r for j=0,12,..., are callednomentsboutsy. Since our primary concern is large
state-space dimensiov, we seek to approximat# (s) by a rational functionH, (s) € R,_1,, over the
range of frequencies of interest, where< N. A natural choice of such a rational function is a Padé
approximation. A functionH,(s) € R,_1, is said to be amth Padé approximant aoff (s) about the
expansion pointy if it matches with the moments @f (s) as far as possible. Precisely, it is required that
H(s) = Hy(s) + O((s — 50)*"). (10)
For a thorough treatment of Padé approximants, we refer the reader to [12]. Note that equation (10)
presents 2 conditions on the 2 degrees of freedom that describe any functip(s) € R,_1.,-
Specifically, let
Py_1(s) 18" M+ +ars + ao
Qn(s) B bnS" + bnflsnil +--+ bls + 1’
whereby is chosen to be equal to 1, which eliminates an arbitrary multiplicative factor in the definition

of H,(s). Then the coefficient$a;} and {b;} of polynomialsP,_;(s) and Q,(s) can be computed as
follows. Multiplying Q,,(s) on both sides of (10) yields

H(5) Qu(s) = Pyo1(s) + O((s — 50)*"). (12)
Comparing the first (s — so)*-terms of (12) fork =0, 1,...,n — 1 shows that the coefficient$;} of
the denominator polynomiad, (s) satisfy the following system of simultaneous equations:

mo myi ... Muy_q b, m,

mi ma ... my bnfl Mpyt1 (13)

mp—1 My ... M2 bl May—1
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The coefficient matrix of (13) is called thdankel matrix denoted ad1,,. Once the coefficient;} are
computed, then by comparing the secant — so)*-terms of (12) fork =n,n+1,...,2n — 1, we see
that the coefficient$a;} of the numerator polynomiaP,_1(s) can be computed according to

ag = mo

ay = moby +mq

ay—1 = mob,_1 +mib,_o+ - +m,_sby +m,_1.

It is clear thatH, (s) defines a uniquath Padé approximant off (s) if, and only if, the Hankel matrix
M, is nonsingular. We will assume that this is the case for all

This formulates the framework of the asymptotic waveform evaluation (AWE) techniques as they are
known in circuit simulation, first presented in [70] around 1990. The manuscript [20] has a complete
treatment of the AWE technique and its variants. A survey of the Padé techniques for model reduction of
linear systems is also presented in the earlier work [17]. It is well-known that in practice, the Hankel
matrix M,, is generally extremely ill-conditioned. Therefore, the computation of Padé approximants
using explicit moments is inherently numerically unstable. Indeed, this approach can be used only
for very small values ofz, such asn < 20, even with some sophisticated schemes to improve the
conditioning of the underlying Hankel matrid,,. As a result, the approximation range of a computed
Padé approximant is limited to only a narrow frequency range around the selected expansiap. point
A large number of expansion points is generally required for the approximation of the transfer function
H (s) over a broad frequency range of interest. Since for each expansiornsgane has to be concerned
with the cost of applying the matrix = —(G + soC)~1C, which is generally the most expensive part of
the overall computational cost, one would like to use as few expansion points as possible by increasing
the ordem of Padé approximants with a selected expansion pgirfeortunately, numerical difficulties
associated with explicit moments can be remedied by exploiting the well-known connection between the
Padé approximants and the Lanczos process. We will discuss this connection in the next section.

2.4. Krylov subspaces and the Lanczos process

A Krylov subspace is a subspace spanned by a sequence of vectors generated by a given matrix and
vector as follows. Given a matrig and a starting vectar, thenth Krylov subspacéC, (A, r) is spanned
by a sequence of column vectors:

K.(A,r)= Spar{r, Ar, A%r, ..., A"_lr}.

This is sometimes called the right Krylov subspace. When the matisknonsymmetric, there is a left
Krylov subspace generated i/ and a starting vectdrdefined by

K. (AT, 1) =spar{l, AT, (AT)L, ..., (AT)" "1}

Note that the first 2 moments{m ;} of H(s) in (9), which define the Hankel matri#, in the Pade
approximant (13), are connected with Krylov subspaces through computing the inner products between
the left and right Krylov sequences:

may = (A7) (48)". mapa=((AT)1)"- (4770)",
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for j =1,2,...,n — 1. Therefore, loosely speaking, the left and right Krylov subspaces contain the
desired information of moments, but the vectpadr} and{(A7)/1} are unsuitable as basis vectors. The
remedy is to construct more suitable basis vectors:

{vl’ v2’ ""vl’l} and {wl’ w2’ cte wn }’

such that they span the same desired Krylov subspaces, specificall, r) = sparvy, vo, ..., v,}
andC, (AT, l) =sparfwy, wy, ..., w, }. It is well-known that the Lanczos process is an elegant way to
generate the desired basis vectors [53]. Given a makria right starting vector and a left starting
vectorl, the Lanczos process generates the desired basis véetpend {w;}, known as thd_anczos
vectors Moreover, these Lanczos vectors are constructed to be biorthogonal

wiv, =0, forall j#k. (14)

The Lanczos vectors can be generated by two three-term recurrences. These recurrences can be stat
compactly in matrix form as follows

AVn = Vn Tn + pn+lvn+lela
ATWn =W,T,+ nn+lwn+le1—,

whereT, and Tn are the tridiagonal matrices

a1 B o1 Y2
T, = p2 oz . TI: N2 o2

B e e
On Oy M Oy

and they are related by a diagonal similarity transformaﬁdn: DnTnD;l, whereD,, = WIVH =
diag(ds, 8o, ..., 8¢). The projection of the matrid onto K, (A, r) and orthogonally tdC,,(AT,l) is
represented by

W'AV,=D,T,.

If the Lanczos process is carried to the end withbeing the last step, then it can be viewed as a means
of tridiagonalizingA by a similarity transformation:

VAV y =Ty, (15)

whereT y is a tridiagonal matrix, witlf',, as itsn x n leading principal submatrix < N. An algorithm
template for the basic Lanczos process is presented in Fig. 1. The Lanczos vectors are determined up t
a scaling. We use the scalifig ||, = ||lw;|> =1 for all ;.

We note that the Lanczos process could stop prematurely dye<t® (or§; =~ 0 considering the finite
precision arithmetic) at step 7 in Fig. 1. This is calldakdown Our assumption of the nonsingularity
of the Hankel matrixM, guarantees that no breakdown occurs, see [64]. In practice, the problem is
curable by a variant of the Lanczos process, for example, a look-ahead scheme is proposed in [33]. An
implementation of the Lanczos process with a look-ahead scheme to overcome the breakdown can be
found in QMRPACK [35].
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1) pr=Irll2
(2) n1=11l2
(3) vi=r/p1
4) wi=I/m

5) fork=12,..., n do
6) S=w v
(7)  ap=w, Avg /8
8) Bk =(k/Sk—Dk
9 vie= /8- px
(10)  v=Av; —viog —v_1Bk
(11)  w=ATwg — wrog — we—1%%
(12)  porrr=Ilvll2
(13)  mpgr=Ilwl2
(14) Vit1=0/pk41
(15)  wir1=w/mka
(16) end for

Fig. 1. Algorithm template for the basicstep Lanczos process.

2.5. Reduced-order modeling using the Lanczos process

Let us first consider the Lanczos process as a process for tridiagonalizing the anahen by (15),
the transfer functior (s) of the original system (1) can be rewritten as
det( — (s —s0)T'y)
det(! — (s —s0)T'v)
whereT', is an(N — 1) x (N — 1) matrix obtained by deleting the first row and columriof. Note that
for the second equality, we have used the following Cauchy—Binet theorem to the fattix— so) T y:

(I—(s—s0)Ty)-adj(I — (s —s0)Ty) =detf(I — (s —s0)Ty) - I,

where adjX) stands for the classical adjugate matrix made up of Me- 1) x (N — 1) cofactors ofX.
Expression (16) is called theero-pole representationt is clear that the poles dif (s) can be computed
from the eigenvalues of th¥ x N tridiagonal matrixT y and the zeros oH (s) from the eigenvalues
of the (N — 1) x (N — 1) tridiagonal matrixI",, . More precisely, the poles are given py=so+ 1/2;,
Aj € M(Ty), and the zeros by; = so + 1/1/;, 1, € MTy).

Now, let us turn to large-scale linear systems where the avdef the matrixA is too large to fully
tridiagonalize, and where the Lanczos process terminateg<atV) Then it is natural to define asth
reduced-order approximation of the transfer functib(y) as

Hy(s) = (I"r)e] (I — (s —s0)T,) "es, (17)
whereT, is then x n leading principal submatrix of 5, as generated by the firgtsteps of the basic
Lanczos process outlined in Fig. 1. In analogy to (16), we have the zero-pole represent&fjam) of
det(I — (s —s0)T,)
det — (s —s0)T )’
whereT’, is an(n — 1) x (n — 1) matrix obtained by deleting the first row and columnibf.

H(s)=(I"r)el (I — (s —so)Ty) “er=(I"r)

(16)

H,(s)=(I"r) (18)
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Now, the question is: what i#, (s)? The answer, which seems surprising to many first-time readers,
is that H, (s) is the Padé approximation &f (s) as computed by using explicit moments in Section 2.3.
To show this, let us first recall the following lemma, which was originally developed in [89] for a
convergence analysis of the Lanczos algorithm for eigenvalue problems.

Lemma 1. If T, is then x n leading principal submatrix of Ty, wheren < N. Then for any0 <
J<2n-1,

e;Ther=e Tle
and forj = 2n,

elT2e;=elT?er+ BBz Bubur1- P23 PuPuii-

A verification of this lemma can be easily carried out by induction. By Lemma 1, we immediately see
that the first 2 moments ofH (s) and H,,(s) are matched:

mj- :lTAjr = (lTI‘)eIT{Velz (lTr)eIT{;elznAij (19)
for j =0,1,...,2n — 1. Furthermore, by Taylor expansions Hf(s) and H,,(s) aboutsg and (19), we

have
n+1 n+1

H(s)=H,(s) + (lTr) (l_[lBJ l_[p/) (s — SO)Zn + O((S _ So)szrl).
j=2  j=2

Therefore, we conclude that, (s) is a Padé approximant &f (s).

This Lanczos—Padé connection at least goes back to [40] and [41]. The work of [26,37] advocates the
use of the Lanczos—Padé connection instead of the mathematical equivalent, but numerically unstable
AWE method [70] in the circuit simulation community. The Lanczos-based Padé approximation method
has become known as the PVL (Padé Via Lanczos) method, as coined in [26]. An overview of various
Krylov methods and their applications in model reduction for state-space control models in control
system theory is presented in [13]. The presentation style here partially follows the work of [11]. In
the following, we present two examples, one from circuit simulation and one from structural dynamics,
as empirical validation of the efficiency of the PVL method. We note that in both cases, we only use one
expansion pointg over the entire range of frequencies of interest. However, the degree of the underlying
Padé approximants constructed via the Lanczos process is as high as 60, which seems to be an impossib
mission by using explicit moment-matching as discussed in Section 2.3.

The first example demonstrates the efficiency of the PVL method for a popular circuit problem,
which simulates a lumped element network generated by a 3-D electro-magnetic problem modeled
via the partial element equivalent circuit (PEEC) model [20,26]. The PEEC model is obtained by
appropriate discretizations of the boundary integral formulation of Maxwell's equations for the electric
and magnetic fields at any point in a conductor [73]. The order of the system mafrieesl G is
306. To capture the dynamic behavior of the transfer funchib@) over the broad frequency range
[wmin, @max] = [1, 5 x 10%], it is necessary to evaluafé(s) at a large number of frequency points. We
used a total of 1001 frequency points. On the left of Fig. 2, we plot the absolute valuésspfand
the Padé approximarfiso(s) of order 60 generated by the PVL method with only a single expansion
so = 2m x 10°. Note that it is nearly indistinguishable from the curve Hi(s)|. The right plot of Fig. 2
is the relative error betweeH (s) and Hgo(s).
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Fig. 3. Automobile brake examplgH (s)| and PVL|Hys(s)| (left) and relative errotH (s) — Has(s)|/|H (s)| (right).

The second example is from dynamics analysis of automobile brakes, extracted from MSC/NASTRAN,
a finite element analysis software for structural dynamics [50]. The order of the mass Madrid stiff-
ness matrixK is 834. The transfer function is of the ford (s) = 1" (K + s2M)~'b. The expansion
point is chosen ag = 0. A total of 501 frequency points is evaluated between 0 and 10000 Hz. The left
plot of Fig. 3 shows the magnitudes of the original transfer functiam) and the reduced-order transfer

function Hys(s) after 45 PVL iterations. The right plot of Fig. 3 shows the relative error betwérn
and Hys(s).

2.6. Error estimation
An important question associated with the PVL method is how to determine the romfea Padé

approximantH, (s), or equivalently, the number of steps of the Lanczos process in order to achieve a
desired accuracy of the approximation. In [10], through an algebraic derivation, it is shown that forward
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error between the full-order transfer functiéh(s) and the reduced-order transfer functilip(s) is given
by

H(s) — H,(s) = (I"r) (%) [0271(0) T2 (0) Y420, (20)
whereo =5 — 50, 11,(0) = e](I —oT,) Ye,, 1,1(0) = e,(I —oT,) ‘ey, andy, 1(0) = w) (I —

o A)~1v,,1. From (20), we see that there are essentially two factors to determine the forward error of the
PVL method, namely2t,: (o)1, (c) andy,.1(o). Numerous numerical experiments indicate that the
first factor, which can be easily computed during the PVL approximation, is the primary contributor to
the convergence of the PVL approximation, while the second factor tends to be steady wberases.

Note thatz,1(0) andty, (o) are the(l, »n) and(n, 1) elements of the inverse of the tridiagonal matrix

I —oT,. Thisis in agreement with the rapid decay phenomenon observed in the inverse of a band matrix
[58]. Fig. 4 shows typical convergence behavior of the fapidt,1 (o) 11, (c)| for a fixedo. The direct
computation of the second factpy.1(o) would cost just as much as computing the original transfer
function. Itis advocated thanl +1Av,,1 be used as an estimation of the fagtpri (o) near convergence.

With this observation, it is possible to implement the PVL method with an adaptive stopping criteria to
determine the required number of Lanczos iterations, see [10]. Related work for error estimation can be
found in [48,42] and recently in [62].

More efficient and accurate error estimations of the PVL approximation and its extension to the other
moment-matching based Krylov techniques warrant further study. One alternative approach is to use the
technique of backward error analysis. By some algebraic derivation, it can be shown that the reduced-
order transfer functiord, (s) of (17) can be interpreted as the exact transfer function of a perturbed
full-order system. Specifically,

Ho(s)=(I"r) - e](I — (s — 50)T,,) ‘e1=1"[1 — (s — so)(A + F,)] ',

1 1 L 1 1
0 10 20 30 40 50 60
n: Lanczos iteration

Fig. 4. Convergence dt,1(c)11,(0)] for a fixedo = s — sg.
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where

1 0 Nn+1 wT
Fn =——[v, v, n+ n .
8’1 [ +1] |:/0n+l 0 wI+1

Therefore, one may uggF .|| for monitoring convergence. However, it is observed that this is generally
a conservative monitor and often does not indicate practical convergence. An open problem is to find an
optimal normwise relative backward error

n(e) =min{e: I'[I — (s — so)(A + F.)] 'r = Hy(s), I F,ll <ellAll}.

With this optimal backward error and perturbation analysis of the transfer fungtigi, one may be
able to derive a more efficient error estimation scheme.

2.7. Reduced-order modeling in the time domain

We now show how to construct a reduced-order model of the linear system (1) in the time domain for
transient analysis. With a selected expansion pgias for the steady-state analysis, the linear system (1)
under the so-called “shift-and-invert” transformation becomes

—Ax(t)+ (I +s50A)x(t) =ru(t),
y() =1"x(1),

whereA = —(G + s9C)~1C andr = (G + s0C)~'b. Let V,, be the Lanczos vectors generated by the
Lanczos process with matrix and starting vectors and! as discussed in Section 2.4. Then considering
the approximation of the state vecte(r) by another state vector, constrained to stay in the subspace
spanned by the columns &f,, namely,

x(t)~V,z(t) forsomez(t) e RV,
yields an over-determined linear system with respect to the state vaziajle

— AV, 2(0) + (I +50A)V,2(t) = u(?),
5@ =1"V,z(1).

After left-multiplying the first equation by¥ T, we have

—WrAV,i(t) + WI +50A)V,2(t) = Wru(@),
YO =1V ,z(0).

Then ammth reduced-order model of the linear system (1) in the time domain is naturally defined as

Cni(t) + an(t) - rnu(t)a
{ 5 =1,z(1), (21)
where
C,=-W,AV,, G,=W,I+s5A)V,  r,=W,r and I,=V,I

By using the governing equations of the Lanczos process presented in Section 2.4, the quadruples
(C,, G,,r,,1,) can be simply expressed & = -T,, G, =, — soT,), r, = p1e1, andl,, = nidie;.

Fig. 5 shows the PVL method for transient analysis of a small RLC network presented in [20, p. 29].
The system matrice8 andG have order 11. An input excitatioan#) of 0.1 ns rise/fall and 0.3 ns duration
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Fig. 5. RLC network transient responses: 2nd and 4th order PVL approximation.

was simulated. The convergence for orders 2 and 4 of the reduced-order models in the time domain is
shown in Fig. 5. The expansion point is chosen tade 7 x 10°. In this example, we have observed

the discrepancy between the rate of convergence of the frequency response and transient response. Tt
relationship between convergence of the frequency response and transient response is a subject of furthe
study.

2.8. Stability and passivity

In this section, we discuss two essential properties associated with the linear dynamical system (1),
namely stability and passivity. One question is whether or not the tendency of the system response to grow
or decay in time characterizes the system'’s stability. The second question is whether or not the system’s
capability of generating energy from sources used to excite it characterizes the system’s passivity. For
the linear system (1), stability can be formally defined via the poles of the transfer fuitton

Definition 2. A linear(ized) system istable

e if all the polesp; of H(s) liein C_:={s € C | %(s) < O} and
e if all the polesp; of H(s) on the imaginary axisk(p;) =0, are simple.

A stable system guarantees a bounded response to a bounded input, see for example, [2]. If the linea
dynamical system (1) describes an actual physical system, such as a functioning electronic circuit, then
it will necessarily be stable. Note that for the transfer functid@) given by (5), any pole; is of the
form p; =so+ 1/1;, wherei; € A(A). However, in general, not eveny; of the above form is a pole
of H(s). Indeed, the poles afi (s) are given by the above form if, and only if, the trigla, r, 1} in (5)
is a minimal realization ofH (s). Recall that for a given transfer functidi (s), a representation (5) is
called a minimal realization if the state-space dimengibrs minimal. Assuming that (5) is a minimal
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realization, then the task of verifying whether the full-system system and its reduced-order system are
stable becomes the problem of computing eigenvalues of mauieesiT,.

In an actual physical system, the property of passivity is guaranteed by the physical elements of the
system, for example, a linear RLC circuit is always passive. Mathematically, a passive system is defined

by
.
/y(t) cu(t)dt >0, VT =>0.
0

For a time-invariant linear dynamical system (1), passivity is equivalent to the positive realness of the
associated transfer functidi(s).

Definition 3. A function f :C — C U {oo} is calledpositive realif

(1) fisanalyticinC, ={s €C, %(s) > O};
(2) f(5)= f(s)forallseC;
(3) M(f(s)) =0foralls eC,.

Using standard results from complex analysis, such as the maximum modulus theorem, one readily
obtains the following well-known conditions for the transfer functidiis) to be positive real.

Theorem 4. The transfer functiorH (s) of a SISO time-invariant linear dynamical system is said to be
passive if

(1) H(s) has no poles i,;
(2) H(s) =H(s) forall s €C;
(3) NH( w))=0forall weR.

Note that condition (2) is always satisfied since the quadruf@ess, b, [} in (1) are assumed to be
real. Condition (1) can be checked by computing the eigenvalues of the matigiven in (5). In view
of (1), a passive linear dynamical system is necessarily stable. In [6], it is shown how condition (3) can
be checked via computing the eigenvalues of a certain matrix pencil derived from the representation of
H (s). In particular, condition (3) implies that all zeros Bf(s) must also irC_.

Passivity (and positive realness) is a very important concept in system and control theory. Since
the introduction of the concept of positive realness by Brune [16] in 1931, there is a large volume of
work concerned with characterizing and testing the positive realness. A history and summary of these
works can be found in [2,14] and references therein. It is described as an evergreen research topic.
The eigenvalue-based characterization and test for positive realness for a SISO transfer function [6]
is developed for the applications associated with the reduced-order modeling techniques. Recent relatec
work includes [38,56].

2.9. Post-processing for stability and passivity

It is well-known that when applied to stable and passive linear dynamical systems, reduced-order
modeling techniques based on Padé approximation in general do not preserve the stability and passivity
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of the original system. For some applications, such as the use of Padé-based reduced-order models fo
efficient computation of the frequency response, the possible occurrence of unstable poles is not an issue
[26]. However, a reduced-order model is often used to replace a large linear subsystem in a stable anc
passive nonlinear system to reduce the complexity of the simulation of the overall system. In this context,
it is crucial that the reduced-order models of the linear subsystems are stable and passive in order to
ensure stability of the coupled systems.

In [7], a post-processing technique for the PVL method is proposed to modifyttherder Padé
approximantH,(s) to make it stable, and if the original system is passive, also passive. The resulting
variant of the PVL method is called the P¥Lmethod. The following is an outline of the PWL
procedure:

(1) Runn steps of the PVL to obtain arth Padé approximant

det( — (s —s0)T),)

det — (s —s0)T,)

(2) Check stability by computing poles &f,(s) via eigenvalues of’,,.

(3) If passivity is desired, check zeros Hf,(s) via eigenvalues of /..

(4) If H,(s) has poles and/or zeros (i, then move these unstable poles and zeros into the left half

of the complex plane through a rank-one updating'gf subsequently, we have a modified Padé
approximant

H,(s) = (lTr) e-lr(l — (s — S0) /]\’n)flel
whereT, = T, + “rank-one update”. _
(5) If H,(s) has no more poles i@, , thenH, (s) is stable
(6) If H,(s) has neither poles nor zeros@n, thenH (s) satisfies the necessary condition for passivity.

(7) Check the remaining sufficient condition( A, (jw)) = 0 for all w € R for passivity ofH, (s) via the
criterion developed in [6].

H,(s) = (lTr)eI(I — (s — sp) Tn)_lel = (lTr)

By the proper rank-one update &f,, we are not only able to move unstable poles and/or zeros, but
also are able to show that

H,(s) = H(s) + O((s — s0)>™),

wherem = ¢ + k, corresponds to thé zeros andt poles to be moved. This implies that P¥lireats

the accuracy of Padé approximation for stability and passivity. Unfortunately, we are not aware of a
systematic way of choosing prescribed positions in the left half of the complex plane for unstable poles
and/or zeros to be moved to so that it is guaranteed that all poles and zeros of the modified Padé
approximantH, (s) are stable, and meanwhile there is the least loss of moments matched. iBAL
trial-and-error procedure. It might be necessary to repeat steps (4) to (7) for a different set of positions
for the unstable poles and/or zeros. In the following example, a strategy is proposed to move unstable
poles.

This example is a continuation of the PEEC circuit as presented in Section 2.5 and is reported earlier
in [7]. With the proper formulation, the circuit is stable with all poles/fs) in the left half of the
complex plane. The PVL method with 60 iterations produces the frequency resfgs(sg within the
admissible error (see Fig. 2). However, the Padé approxirfiggts) is not stable due to 15 unstable
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poles in the right half plane. Using P¥i, we move unstable poles to stable ones by simply reflecting
unstable poles with respect to the imaginary axis and obtain a stable partial Padé appra@&ipiant
(see Fig. 6). The left plot of Fig. 7 shows the curyé&s)| and | Hgo(s)|, and the right plot shows error
curves|H (s) — H,(s)| (PVL) and|H (s) — ﬁn(s)| (PVLm), for the relevant frequency range. The error
curves show that the accuracy of the stable reduced-order transfer fuﬁ%tj(ﬁﬂ) remains satisfactory.
There are three ingredients in the P¥Imethod. The first is the intimate connection between the
Lanczos process and formal orthogonal polynomials, see for example [33]. In fact, each pair of right
and left Lanczos vectors can be expressed in the foyre &; v, 1(A)r andw; = n; ¥;_1(A) 1,
wherey;_1 is a monic polynomial of degre¢ — 1 andé;, n; # O are suitable scaling factors. The
bi-orthogonality (14) of the Lanczos vectors is equivalent to the formal orthogonality

W ) =19 (A) Y (Ar =0 forall j#£k=0,1,....n,
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of the polynomials o, ¥1,...,¥,. The second ingredient is that in analogy to the zero-pole
representation (18) df, (s), the modified transfer functioH,, (s) can be expressed as a rational function
of the form

Yn-1-¢(5) Ve(s)
On-k(8)  @r(s)

where v, (s) and @ (s) are fixed polynomials whose roots are the prescribexkros andk poles,
respectively. The parameters of the polynomigjs 1, (s) andg,_«(s) are free. These parameters are
chosen such that the first 2- m moments ofH (s) and H,,(s) are matched. A rational function of this
form is called gartial Padé approximatioras proposed in [15]. Finally, this partial Padé approximation
of the transfer functiorH (s) can be interpreted as a partial inverse eigenvalue problem, namely, find a
vectorz such that partial eigenvalues of

H,(s) =

T,=T,+zel and T, =T, +7e, ,

are prescribed. This rank-one updating strategy generalizes methods proposed in [39] on computation of
certain Gaussian-type quadratures.

2.10. Reduced-order modeling in finite precision

In this section, we discuss the robustness issue of the reduced-order modeling techniques in the
presence of finite-precision arithmetic. We examine an important special case of the linear dynamical
system (1) where the system matrid@sand G are symmetric and positive semidefinite, and the input
and output distribution arrayB andL are identical. For example, by employing so-called modified nodal
analysis, a linear circuit with only resistors and capacitors (an RC circuit) results in such a system. It can
be shown that such a system is automatically stable and passive. A6stgC is positive definite for
a selected expansion poift Let G +5oC = MM be the Cholesky factorization 6 + soC. Then the
associated transfer function can be written as

Z(s)=B"(G+5C) " B=B"(I+ (s —s50)A) B,

whereA = M~'CM " andB = M~'B. To exploit the symmetry of the transfer functids), we can
use a symmetric band Lanczos process, as proposed in [75,28]. @lvenA andm starting vectors
B = 0,=1g9, q, ... q,], ann-step symmetric band Lanczos process generates a sequence of
linearly independentanczos vector®), =[¢q; ¢» ... ¢q,], such that they span the same subspace
as the first linearly independent columns of the Krylov space

Ky(A, Q1) =spar{ Qy, AQ;, A*Q,,..., AV 10, }.

The Lanczos vectorfy;} can be computed recursively from the following governing relations
AQ,=Q,T,+[0 ... 0 o1 - Guim ]+ QF

with the orthogonality condition®) @, =1, and @}[§,.1 ... G,.m, 1 =0, Wherem.(< m) is the

current blocksize due to the possible deflatioiCin(A, Q,). The matrix Q%" consists of deflated vectors
such that|| Q9| <  for a given deflation tolerance value The representation of the projection 4f
onto the Krylov subspace spaf, } is given by

T,= QIA Qn .
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As in the classical Lanczos process, the symmetric band Lanczos process generates the entries o
T, directly. Therefore, aften steps of the symmetric band Lanczos process, a reduced-order transfer
function of dimensiom is defined as follows:

Z,(s) =R (I, + (s —s0)T,) "R,

where R, = Qﬁ?. This is referred to as the SyMPVL method to denote a symmetric matrix
Padé approximation via Lanczos process [32]. SiAcés positive semidefiniteT,, is also positive
semidefinite. As a result, in exact arithmetic, the reduced-order nibde) is stable and passive. It
inherits the essential properties of the original full-order model.

However, in the presence of finite precision arithmetic, roundoff may cause the computed projection
T, of A to be indefinite. Consequently, the reduced-order transfer funzjds) may be unstable and
non-passive. For example, Fig. 8 shows the dominant pol&g0ffor an extracted RC circuit, where
C and G are matrices of ordeN = 1346, and the number of inputs (and outputsyis- 10. SyMPVL
produces a reduced-order model with admissible error afte60 iterations. The dominant poles of the
original model are all stable, as shown in the third plot of Fig. 8. However, the reduced-order transfer
function Z,, (s) has unstable dominant poles, see the first plot in Fig. 8. For analysis and synthesis of such
a linear system, positive semi-definitenesq'gis necessary. This robustness issue of numerical methods
in the presence of finite-precision arithmetic arises repeatedly in practical applications. Robustness is vital
for an industrial-strength numerical method and its software.

In [8], a remedy is proposed to replace the symmetric band Lanczos process as used in SyMPVL by a
mathematically equivalent process but based on a suitably coupled Lanczos process such that it generate
the LDLT factors of T, instead ofT,, itself. In this way, we can enforce (or verify) positive semi-
definiteness of’, directly. In a compact matrix form, the Lanczos-type process with coupled recurrence
can be stated as

AP, =V,L,D,+[0 ... O ¥,1 ... Vppm ]+ V" (22)
V,=P,U, (23)

with the following orthogonality conditions:

1 T T
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Fig. 8. Dominant poles of a RC circuit (bottom), computed by SyMPVL (top) and SyMPVL2 (middle).
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vlv,=1,, (24)
VI[ i}n+l e 5”4””10 ] == 0, (25)
PIAPn =D,= diag(pIApl, p-erpz, o pIApn), (26)

whereL, andU, are lower and upper triangular matrices, respectivilyconsists of Lanczos vectors,
P, auxiliary vectors and’ % deflation vectors.

By multiplying (26) from the left byU and from the right byU,,, and by using (23), it follows that
the representation of the projection Afonto the Krylov subspace spanned by the Lanczos vedtgrs
is given by

T,=VIAv,=U!D,U,.

Thus, the factor#/,, andD,, of the LDLT factorization of the projection matrik,, are directly computed
in this coupled recurrence based Lanczos process. The positive definiteriBsdsoénsured by the
diagonal entriegp!Ap;} of D,. Subsequently, a reduced-order transfer function of dimensi
defined as

ZO(s)=RI(I, + (s —soUID,U,) 'R,

WhereRI = VII?. This is called the SyMPVL2 method in [8], as a modified version of SyMPVL. The
middle plot of Fig. 8 shows the dominant poles computed by SyMPVL2. The diagonal entri®@s of
generated by SyMPVL2 are all positive, and the mal@(DnUn is positive definite. Another desirable
by-product of SyMPVL2 is that, for the same dimensigrihe reduced-order transfer functidf’ (s) is
typically more accurate as illustrated in Fig. 9.

Finally, we remark that, in a different context, the benefit of using a coupled, instead of a non-coupled,
Lanczos process was also noted and exploited in [34,44]. The technique of directly computing the
factorized form of a solution is also shown in other applications, such as solving a stable and non-negative
definite Lyapunov matrix equation of the formX + XA™ = —C, whereA is stable, and’ is positive
semidefinite. It is known that the solutioXi is positive semidefinite, namel{¥ can be represented as
X = LL". In [45], it is shown how to directly compute the Cholesky faclorof X, instead ofX.
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Another example is to compute eigenvalues of a tridiagonal mdtrin high relative precision. As
shown in recent work [65], it is better to work with the LDIform of T, instead ofT" directly. Those
efforts highlight ingenuity in the work of numerical analysis and scientific computing.

2.11. Other reduced-order modeling methods and software availability

So far, we have focused on the Lanczos-based Krylov subspace techniques with the property of
moment-matching for reduced-order modeling of the linear dynamical system (1). Among the early
work in this class of methods, besides the aforementioned, we would like to highlight the work of De
Villemagne and Skelton [25] in 1987. In this paper, a methodology that exploits the notion of an oblique
projection is studied. It has flexibility to allow the reduced-order model to match various combinations
of different types of parameters of the full-order model, such as lower frequegey @) and high
frequency o = co) moments. It also contains an up to date list of papers on model reduction techniques.
In engineering applications of Krylov subspace based reduced-order model techniques, the works of
Nour-Omid and Clough [61] (1984) and Craig, Jr. and Hale [24] (1988) in structural dynamics are among
the earliest ones we are aware of.

We have mostly discussed the treatment of single-input single-output systems. A generalization of
the PVL method for multi-input multi-output systems is reviewed in [31]. Naturally, it is called the
MPVL method since it is based on a Lanczos-type process for multiple starting vectors. Besides Lanczos
process based methods, Arnoldi process based methods have also been studied extensively. In [43], a
implicitly restarted Lanczos method was developed. In [42], a rational Krylov subspace based method
was proposed. For RLC, PRIMA is also widely accepted in the circuit simulation community, which
combines the Arnoldi process and a direct orthogonal projection [63]. The connection between PRIMA
and SyMPVL is explained in [29].

All moment-matching methods involve local approximations in nature. There is a class of global
approximation methods, mostly based on the theory of balanced realization [59]. They sometimes are
also called Gramian-based model reduction methods, or SVD-based model reduction methods [86,3].
The crux of this class of methods for applying to large-scale linear dynamical systems lies in solving two
large-scale Lyapunov matrix equations for the system gramians. Low rank approximations to the system
gramians have been proposed by using Lanczos and Arnoldi-based Krylov subspace techniques in [48,
47]. In the latest work [82], a low rank approximation to a cross gramian is proposed which overcomes
the possible inconsistency by solving system gramians independently. Besides Krylov subspace basec
techniques, ADI based methods for solving the underlying Lyapunov equations are also presented in the
recent work [67,55].

In contrast to the vast amount of literature on Krylov-subspace based methods for reduced-order
modeling, there is little software available in the public domain. To the knowledge of the author, the PVL
method and its variants, and PRIMA have become kernels of proprietary CAD tools for interconnect
analysis and other applications in circuit simulation. On the other hand, it is not too hard for readers to
implement a Krylov-subspace based reduced-order modeling method, since a major part of the work is
based on implementation of Lanczos or Arnoldi processes or their variants. Algorithm templates and their
software for these processes can be found in [4] and references therein. In an effort to exchange software
and test data for studying, comparing and benchmarking various numerical methods, the author has put
a set of Matlab codes which implement the basic Lanczos-based method as outlined in this section at the
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web site http://www.cs.ucdavis.edubai. In addition, a few test data sets, such as the widely used PEEC
example, are also available at this site.

3. Second-order dynamical systems

Second-order models arise naturally in the study of many types of physical systems, with common
examples being electrical, mechanical and structural dynamical systems. A time-invariant multi-input
multi-output second-order system is described by

{ Mg(t) + Dq(t) + Kq(t) = Pu(r),
y(t)=ETq(1),

with initial conditionsq(0) = g, and§(0) = ¢,. Herer is the time variableg(r) € R" is a vector of
state variablesu(r) € R™ the input force vector, ang () € R” the output measurement vectdd,
D, K € RV*N are system matrices, such as mass, damping and stiffness matrices as they are called
in structural dynamicsP € R¥*™ is an input distribution arrayff € RV*” is an output measurement
array. N is the state-space dimension.and p are the number of inputs and outputs, respectively. In
most practical cases; and p are much smaller thaN .

The second-order system (27) can be reformulated into an equivalent linear system of the form (1) in
many different ways. We will use the following linear system equivalent to (27):

Cx(t)+ Gx(t) = Bu(t),
y(@)=L"x(1),

_[a® [p M [k O [e [E
it A A B I B b s

where W can be anyN x N nonsingular matrix. A common choice & is to be the identity matrix,
W=1.If M, D andK are all symmetric and/ is nonsingular, as often occurs in structural dynamics,
we can choos8 = M. The result is thaC andG in the linearized system (28) are symmetric matrices.
The symmetry of the original system is preserved.

Assume that for simplicity, we have zero initial condition®) = ¢, =0, §(0) = g, = 0andu(0) =0
in (27). Taking the Laplace transform (2) of the second-order system (27), we have

s2M Q(s)+sDQ(s) + KQ(s) = PU(s),
Y(s)=ETQ(s).

Eliminating @ (s) in (29) results in the frequency domain input-output relatiaqm) = H (s)U (s), where
H (s) is the p x m matrix-valuedtransfer function given by

H(s)= E"(s°M +sD + K) 'P.

In view of the equivalent linearized system (28), the transfer fundi@g) can also be expressed as
H(s)=L"(G+sC) 'B.

The power series expansion Hf(s) abouts = 0 can be formally written as
H(s)=Mo+ Mys + Mps®+ - --

(27)

(28)

with

(29)
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whereM; are called lpw-frequency momentsThese moments can be compactly expressed in terms of
the linearized system (28) as

M;=(-)'L"(G*C)’G*B forj=0,12,...,
where it is assumed that the matikin (29) is invertible.

3.1. Eigensystem methods

Using the linearization formulation (28) of the second-order system (27), one can immediately use the
eigensystem methods of linear systems as discussed in Section 2.1 for the frequency response analysis ¢
the second-order system (27). However, in this section, we exploit the idea of eigensystem methods and
treat the second-order system (27) directly.

Assume that the input forced excitatiariz) of the second-order system (27) is of the harmonic form
u(t) =i e' “ with frequencyw, wherei is a constant vector. Correspondingly, a harmonic form of state
variablesq (1) = §(w) ¢' “. When this is substituted into the first equation of (27), it turns out that we
need to solve the following parameterized linear system of equations

(—0’M +i oD + K)§(0) = Pit (30)

for g (w). This is called thelirect frequency response analysis metf2®2i81]. With a given frequencyy,
one can use a linear system solver, either direct or iterative, to obtain the dggirgdRecently, efforts
have been made to solve such parameterized linear system of equations more efficiently by iterative
methods; for examples, see [80,57].
Alternatively, we can try to reduce the cost of solving the large-scale parameterized linear system of
Egs. (30) by first invoking an eigensystem analysis. This is referretbdsl frequency response analysis
in structural dynamics [81]. By transferring coordinafgs) of the state vectog () to new coordinates
2(w),

q(t) = Wiz(w) e,

whereW, consists ok selected modal shapes to retain the modes whose resonant frequencies lie within
the range of forcing frequencies. Then Eq. (30) is approximated by

(—®MW; +i oDW; + KW})z(w) = Pi.

Multiplying WZ from the left yields & x k parameterized linear system of equations with respect to
Z(w):

(—?(WIMW) +i o(W DW) + (W[ KW;))z(w) = W] Pi.

The main question now is how to obtain the desired modal sh¥#pesOne can simply extract the
desired modal shape®, from eigenvectors of the matrix pa{d, K) by ignoring the contribution

of the damping term. This is referred to as thedal superposition methdd the structural dynamics
community. It is applicable under the assumption that the damping term is composed of certain structure,
for example, the so-called Rayleigh dampibg= « M + S K, wherex andg are scalars [22]. In general,

one may need to solve the full quadratic eigenvalue proklet + 1D + K)w = 0 for the desired

modal shape®,. In practice, it is often the case that only a relatively small number of modal shapes are
necessary, i.ek, < N. Mathematical theory and numerical techniques for quadratic eigenvalue problems
can be found in the recent survey [85] and references therein.
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3.2. Reduced-order modeling based on linearization

The reader may notice that the modal superposition method presented in the previous section is a way
to construct a reduced-order model for the frequency response analysis. We now discuss how to use the
Krylov subspace techniques for the reduced-order modeling of the second-order system (27), without
explicitly using modal shapes. One straightforward approach is to apply the Krylov subspace techniques
reviewed in Section 2 to the linearized system (28). The approach can be simply outlined as follows:

(1) Linearize the second-order system (27) by properly definiNgx22N matricesC and G of the
equivalent linear system (28). Select an expansion pgiatound the frequencies of interest.

(2) Apply a Krylov process, say the Lanczos process as in Section 2.4, to obtain the left and right
projection subspaces sg#f,} = K, (A", L) and spafiV,,} = K, (A, R), whereA = (G +s5,C)1C,
andR = (G + soC) " 'B.

(3) Approximate the state vect®(r) by another state vectart) constrained to the subspace s{dény},
i.e., letx(¢) ~ V,z(¢). This yields the reduced-order model of the second-order system (27) in the
following linear formulation:

C.z(t) + G,z(t) = B, u(1),
@)=L}z,

whereC, =-T,,G,= (I, — soD,T,),R,=W'R, andL, = VL.

In Fig. 10, we demonstrate the numerical results of this approach for a linear-drive multi-mode
resonator structure reported in [21]. The solid lines are the Bode plots of frequency responses of the
original second-order system of order 63. The dashed lines in the left plot are the Bode plots of frequency
responsedg(s) for the 8th-order linear model and in the right plot are the Bode plots of frequency
responsedii»(s) of the 12th-order linear model. The relative errors betwggr) and theH,(s) are
less than 10* over the frequency range.
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Fig. 10. Bode plots off (s) and Hg(s) (left) and H (s) and H12(s) (right).
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There are a couple of advantages to the linearization approach, namely, one can directly exploit
existing reduced-order modeling techniques developed for linear systems, and furthermore, one can
also exploit the structures of linearized system matri€esind G in a Krylov process to reduce
the computational costs. However, the linearization approach also has a number of disadvantages.
Particularly, it ignores the physical meaning of the original system matrices and more importantly,
the reduced-order model is no longer in a second-order form. For engineering design and control of
dynamical systems, it is highly desirable to have a reduced-order model preserving the second-order
form [83].

3.3. Reduced-order modeling based on second-order systems

In this section, we discuss a Krylov subspace method which produces a reduced-order model of the
second-order form. This is based on the work of Su and Craig, Jr. [83]. The key observation goes as
follows. By the linearization (28) of the second-order system (27), the desired Krylov projection subspace
for reduced-order modeling is

K,(G7'C. B) =sparB, (6C)B. (6C)°B.....(G'C)" "B

whereB =G Y[B L].Letus denote
R¢ AR
Rj:[Ré]z(G C)’'B,

whereR;? is an N-vector corresponding to the displacement portion of the vektorand R is an N -
vector corresponding to the velocity portion of the ved®gy, as referred to in [83]. Then by the structure
of the matrice€C andG, we have

d d -1 -1 d
R _ (gic)[ R ] [K7'D KMITR,

_ [K-lDRj?l +dK‘1MR;fl].
_Rj_1

We observe that thgth velocity portion vectorR' is the (j — 1)th displacement portion vectdij[l
(up to the sign difference). In other words, the second pol§mf R; is a “one-step delay” of the first

portion R;?_l of R;_1. This suggests that one may simply use the first portion of the vetiisand
choose

spar{R§. R{. RS, ..., R} _,}

as the projection subspace. In practice, for numerical stability, one may use the Arnoldi process to

generate an orthonormal bagds, of the desired subspace. The resulting procedure is outlined in Fig. 11.

By the change-of-state coordinatesamely, approximating the state veciar) by another state vector

z(t) constrained to the subspace sp@n}: q(r) ~ Q,z(t), this immediately yields a reduced-order

model of the original system (27) in a second-order form:
{ M, 7(t)+ D,z(t) + K, z(t) = P,u(t)

y&)=Elz(@), (31)
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(1) Initialization
(@ RI=Kk7P E]
(3) Ry=0
@) (RHTKRE =USoV] (SVD)
(8) 01=R4UoS,"?
(6) 01=0
(7) Arnoldi loop
8) for j=1,2,..., n—1do
© RI=K'DQ;+MQ )
(1)  Ri=-Q,
(12) Orthogonalization
(12) fori=12,..., j do

(13) T;=(Q) KRy
(14) RY=R- QT
(15) RY=R} - Q/T;
(16) end for

a7 Normalization

(18) (Rfj. )TKR;% =U;S; VJT. (SVD)
(19)  Q;jy1=RIU;S;
(20) Q). =RiU0S,
(21) end for

Fig. 11. Arnoldi process based algorithm for generating basis vepys.

whereM, =Q'MQ,,D,=Q'DQ,.K,=Q'KQ,, P,=QP,andE, = Q] E. In[83], a number

of advantages of this approach are credited in terms of preserving stability, symmetry and physical
meaning of the original system. Here we present an example for the frequency response analysis of a
second-order system of order 400, which comes from a finite element model of a shaft on bearing supports
with a damper. The data were extracted from MSC/NASTRAN and are used in [51] to test an algorithm
for solving symmetric quadratic eigenvalue problems. In the top of Fig. 12, we plot the magnitudes
of the exact transfer functiof (s), and approximate ones by the model superposition method (MSP)

as discussed in Section 3.1 and by the Krylov subspace method (ROM). For the modal superposition
method, we use the 80 mode shapég, from the matrix paintM, K). The reduced-order model (31) is

also of order 80. The bottom plot of Fig. 12 shows the relative errors between the exact and approximation
based on the modal superposition method (dash-dot line) and the exact and the approximation based ol
the Krylov subspace method (dashed line). The plots indicate that no accuracy has been lost by the
Krylov subspace method. Numerical results are also reported in [71] for simulating the dynamics of a
micromirror.

In terms of the moment-matching property, Su and Craig, Jr. [83] show that under the assumption of
symmetry of the matrice® , D andK, and the nonsingularity gff andK, the reduced-order model (31)
matches the firstr2moments of the full-order system (27). Precisely, note that the transfer function of
the reduced-order model (31) is given by

H,(s)= EI(SZMn +sD, + K”)_lP”
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Fig. 12. Comparison of three methods for frequency responses (top) of a shaft on bearing support with a damper (top) and
relative errors (bottom).

or equivalently, it can be written in linear form

H,(s)=L)(sC,+G,)'B,,

Dn Mn _ Kn 0 _ Pn _ En
A R L e |

Then the power series expansionif (s) abouts = 0 is given by
H,(s)=Mo+ Mys + Mas® + - -,

where the momentaZ; can be expressed compactly in terms of the corresponding linearized system as
M;=(-1Ll(G,*C,)'G,*B, forj=0,12,....

Then it can be shown thd (s) and H,,(s) match the first 2 moments:
M;=M; forj=0,12....2n—1

In other words,H (s) = H,,(s) + O(s?"). It is assumed that no deflation occurs in the Krylov process
defined in Fig. 11.

There are a number of problems remaining unanswered. For example, can the approach be generalize
to the nonsymmetric and possibly singular system matid¢e® and K ? How should we take deflation
into account in the Krylov process and what is its effect in terms of the moment-matching property? How
do we introduce the shifting strategy to generalize the frequency response analysis around an arbitrary
expansion pointy? Work in these directions is in progress and will be reported elsewhere.
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4. Semi-second-order dynamical systems

A time-invariant multi-input multi-output second-order system with nonlinear excitation force may be
written as a semi-second-order system of the following form:

{Mii(t) +Dq(1) + Kq(t) = Pu(g.q.1). (32)
y()=ETq(@),

where the system dat¥, D, K, P and E have the same interpretation as in the standard second-order
system (27). The exception is that the excitation fardée not only from external sources, but also could
be from internal sources. is a nonlinear function of and possibly;.

Such systems arise in a number of applications, particularly in the emerging area for the simulation of
MEMS devices [79]. The semi-second-order system (32) is currently used as the governing equations in
SUGAR, a system level simulation package for MEMS devices [84]. For example, Fig. 13 shows a simple
electrostatic gap-closing actuator used as a demo in SUGAR, where the excitation footedes the
electrostatic force between the plates and is proportional#¥/gapq)?, wherev(r) is the voltage
between electrodes and dap is a scalar function of for the distance between two plate electrodes.

For more detail about the description of the electrostatic gap-closing actuator, see [5]. The mathematical
model and properties of the electrostatic actuator are also studied in [66].

Instead of treating the semi-second-order system (32) as a general nonlinear system, we can exploif
the structure of the system and use the idea of “nonlinear dynamics using linear modes”. This idea is
suggested in [1], where a nondamped syst#m=0) is considered and the eigenmodesMfand K
are used to extract a reduced-order model. In [5], we develop a Krylov subspace based reduced-ordet
modeling technique. We simply first ignore the nonlinearity in the force terand treat the system as
an ordinary second-order system. Using the approach as discussed in Section 3.2, a projection subspac
vV, is first constructed, which may be viewed as spannethbyinear Krylov modesand then the state
vector ¢ is expanded in terms of the constructed subspace, napely~ V,z(t). A reduced-order
model in terms of the vecta(¢) is given by

{ C2(t) + Goz(t) = Bu(V,z(t). 1),
yt)=Lz(1),

Fig. 13. Electrostatic gap-closing actuator.
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Fig. 14. Transient responses of the gap-closing actuator.

where the definitions of',,, G,,, B, andL, are the same as in Section 3.2. Note that the excitation force
termu(q,t) of the full-order system is replaced (V ,z,¢) in the reduced-order model. When the
reduced-order model is solved by a numerical method, it is necessany(¥iat;, ) can be efficiently
evaluated for a given;, wherez; is an approximation of(¢) at time step =t¢;.

In Fig. 14, we illustrate this scheme for the transient analysis of the electrostatic actuator shown in
Fig. 13. The first plot shows the outpuir) of the full-order system and the outpytr) of the reduced-
order system The second plot shows the accuracy of the reduced-order model in terms of the relative error
ly@) —y@®I/lly@)| for the 6th order of the reduced-order model. The order of the original model is
N = 30. Even for such a small model, we have observed a factor of 60 speedup, see [5] for more details.
While a number of satisfactory results are reported based on the idea of “nonlinear dynamics using linear
modes”, as indicated in the recent work [36], linear (eigen- or Krylov-)modes may not adequately capture
all the features of nonlinear behaviors. It is still the subject of further study to understand this approach
and its limitations. We will further discuss this issue in the following section.

5. Nonlinear dynamical systems

Several model reduction techniques for nonlinear dynamical systems have been studied by researcher:
in various fields. Two of the most well-known methods are the Karhunen—-Loéve decomposition based
methods and methods of balanced truncation. Karhunen—Loéve decomposition based methods are als
known as proper orthogonal decomposition (POD) methods. Methods of balanced truncation extend the
success of balanced truncation of linear systems to nonlinear systems. It is beyond the scope of this pape
to review these methods. The interested reader is referred to [46,77]. The latest work includes [52,72].
Means of applying Krylov subspace techniques for adaptively extracting accurate reduced-order models
of large-scale nonlinear dynamical systems is a relatively open problem. There has been much current
interest in developing such technigues. In this section, we discuss two methods, which extend Krylov
subspace techniques for linear dynamical systems as discussed in Section 2.
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We consider multi-input multi-output nonlinear dynamical systems of the form:

[y gg o

with initial condition x(0) = xo, wherex € RY is the state variablesy is the dimension of the state
space.u € R™ andy € R” are inputs and outputs, respectiveB.c RV*™ is the input distribution
array.L € RV*? is the output measurement array. We assume that the nonlinear state evolution function
f(x):RY — RV is smooth, i.e.C>, and has an equilibrium. Without loss of generality we take this
equilibrium ato, i.e., f(0) =0.

Examples of the origins of nonlinear dynamical systems of the form (33) include the simulation of
time-varying nonlinear circuit elements by independent excitation source [30,19], and MEMS, such as
micro-pressure sensor [60]. The modeling of the dynamical behavior of a voltage-controlled parallel-
plate electrostatic actuator as shown in Fig. 15 also derives a set of state equations of the form (33) [78,
p. 138]. Such an electrostatic actuator invokes multi-domain parameters, such as mass, stiffness anc
damping in the mechanical domain, and an excitation force network in the electrical domain.

In the following, we discuss two approaches for the reduced-order modeling of the nonlinear
system (33). The first approach is called timearization methodlt linearizes the system around the
equilibrium point, and then extracts a Krylov subspace for reduced-order modeling. Specifically, suppose
that the power series expansion ffx) about the equilibrium poird is written

fX)=Ax+AxRx)+A3(x @x ®x) + - - (34)

whereA; € R¥*¥ is the Jacobian or the first derivative §f andA, € RV** is the second derivative
matrix of f, and so on® is the Kronecker product. We linearize the original nonlinear system (33) by
only using the first term in the expansion (34) 6fand obtain a linear system:

.Q' = A]ﬁ' + Bu,
{ y=L"x. (35)

We can then immediately apply a reduced-order modeling method discussed in Section 2 for the

linearized system (35), and obtainliaear reduced-order model. The outpgt is regarded as an

approximation of the outpuy of the original system (35). If we are interested in a small region of

the state space near the equilibrium point, or so-called small-signal analysis, then as demonstrated in

[30], this approach provides an efficient tool for analyzing the nonlinear system (33).

Fixed Support
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Fig. 15. A voltage-controlled parallel-plate electrostatic actuator includes multi-energy domain parameters [78, p. 138].
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Alternatively, one may also use the linearized model (35) to extract a Krylov projection subspace

spanned byV,. Then, by substitutinge ~ V,z into the original nonlinear system (33),r@nlinear
reduced-order model is obtained:

z=g(2) + B,u,
y=L,z

whereg(z) = V] f(V,z), B,=VB andL, = VI L. We assume thaV, is an orthonormal basis

of the projection subspace. One of the issues associated with this approach is that one must have ¢
representation og(z) = VI f(V,z) that can be efficiently stored and evaluated. The challenge of
this issue is highlighted in [60]. Iff has a certain structure, then one may exploit such structure to
derive an efficient representation @f For example, in [19,18]f is considered as a quadratic function
fx)=Ax+ J(x ®x), and in [36], f is represented as a gradient of a scalar funcfign) = V¢ (x).

Itis often the case that in order to obtain some pre-knowledge about the dynamical behavior of the full-
order nonlinear system, we intentionally linearize a system even if it is not near the equilibrium and accept
some degree of error rather than confront the full-order nonlinear system. To understand the limitation
of this approach, namely, when a reduced-order model strictly baskdean information, namely, the
Jacobian of the nonlinear state evaluation functfgnis accurate enough for a particular application,
we may invoke the tool of variational analysis to analyze the contribution of the higher order nonlinear
term [74, p. 113]. As a by-product, we may also use the resulting sequence of linearized systems to
develop a technique for the reduced-order model of the nonlinear dynamical system. Preliminary results
are reported in [68].

The second approach is intended to explicitly incorporate the higher order nonlinear terms in the
power series expansion (34) gfinto the construction of a Krylov projection subspace. The approach is
based on the Carleman bilinearization of a nonlinear system. See, for example, [74,76] for the Carleman
bilinearization. The following is an outline of this approach, which is recently suggested in [69]. For
simplicity, we consider the single-input single-output case of the nonlinear system (33). By Carleman
bilinearization, the nonlinear system (33) can be approximated by a bilinear system given in the following
form

=
y=

Then by applying the multi-dimensional Laplace transform, it can be shown thathiuegree transfer
function of the bilinear system (36) is given by

¥+ Niu —i—éu,
x.

(36)

o2 )

Hi(s1, ..., s0) =& (s —A) "N N(soI —A) *N(s:1 —A) b 37)

From the power series expansion(efl — A)~1 itis natural to define the correspondingilti-moments
as

sy s~

mly, o, ... 0) =(=1)"¢"A “N...-NA °NA b, (38)

where{; are nonnegative integers. The expressions of the transfer function (37) and the associated multi-
moments (38) suggest that a projection subspggcean be constructed by a nest of Krylov subspaces

sparfV,} = ’Cm( ...... K, (1’4\*1’ ZilN K, (271’ Zilb)) - )
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Fig. 16. Transient responses of a nonlinear circuit system, full-order system (solid), reduced-order model of the linearized
system (dash), and reduced-order bilinear system (dash-dot).

Once the basi¥’,, of the projection subspace is extracted, we can approximate the state #ggtby
another state vectar(r) constrained to the subspace s@py}, i.e., letx(r) =~ V,z(z). This yields a
reduced-order modeling of the bilinear system (36):

{ i= Apz + Nyzu + by, (39)
y=¢c,Z2.

This approach can explicitly incorporate higher order nonlinear terms of the state evolution fufiction

and meanwhile an existing Lanczos or Arnoldi process for generating a Krylov projection basis can be
applied. However, one critical issue associated with this approach is the rapid growth of the dimension
of the bilinear system (36) as a result of Carleman linearization. For example, even if we only use the
first two terms in the power series expansion (34¥othe order of the resulting bilinear system is about
O(N?). However, the matriced; in the power series expansion (34) 6fire generally extremely sparse,

and the matriced andN in the bilinear system (36) are highly structured, so one can exploit these facts

in a Krylov process, namely through the matrix—vector multiplications during the Lanczos or Arnoldi
process, and produce a useful reduced-order model. In Fig. 16, we show the transient responses of a R(
circuit with nonlinear resistors taken from [19]. The dimension of the original full-order nonlinear system

is N = 100. The solid line is the exact responge), computed as the solution of the full-order system.

The dashed line is the response of the linearized system (35) of reduced-order 45. The dash-dot line is the
response of the bilinear system (39) of the reduced-order 17. The response of the reduced-order bilineal
system is significantly more accurate than the linearized system. We have only limited experience with
this approach. Work in this direction is still in progress and will be reported in [9].

6. Concludingremarks
An accurate and effective reduced-order model of large-scale dynamical systems can be applied for

steady state analysis, modal frequency analysis, transient analysis and sensitivity analysis. As a result, i
can significantly reduce design and simulation cycles. Such a computational prototyping tool often speeds
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up the process by orders of magnitude. In the past few years, we have witnessed exciting progress in
reduced-order modeling of large-scale dynamical systems using Krylov subspace techniques. Numerous
efficient algorithms have been developed for the reduced-order modeling of linear and second-order
systems. They have demonstrated great success in some applications, such as circuit simulation.

Looking ahead, automatic generation of an accurate and effective reduced-order model directly based
on the description of a physical system or device is not only an algorithmic issue, but also a challenging
software issue. The development of industrial strength software is necessarily quite involved due to
various robustness and efficiency issues related to the underlying Krylov processes. It will be a subject
of further study. Reduced-order modeling of large-scale nonlinear dynamical systems is ultimately
important and hard. Research into the development of Krylov subspace based techniques has just begur
Meanwhile, new challenges are arising in the simulation of multi-energy domain and multi-scaling
systems. Finally, we note that accuracy and integration issues related to the coupling between a reduced
order model of a subsystem and the rest of the system are still open problems.
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