Opportunistic Routing in Multi-radio Multi-channel
Multi-hop Wireless Networks

Kai Zend, Zhenyu Yang, and Wenjing Lot
TDepartment of Computer Science, University of Californiavi3, CA 95616
kzeng@cs.ucdavis.edu
IDepartment of ECE, Worcester Polytechnic Institute, MA 01609
{zyyang, wjlod @wpi.edu

Abstract— Two major factors that limit the throughput in When merging these two techniques, an interesting question
multi-hop wireless networks are the unreliability of wireless arises that “what is the end-to-end throughput bound or

transmissions and co-channel interference. One promising tech- capacity of OR in multi-radio multi-channel systems?". tist
nique that combats lossy wireless transmissions is opportunistic

routing (OR). OR involves multiple forwarding candidates to Paper, we will propose a methodology to answer this question
relay packets by taking advantage of the broadcast nature and  In order to maximize the end-to-end throughput of OR
spacial diversity of the wireless medium. Furthermore, recent in multi-radio multi-channel multi-hop networks, we shdul

advances in multi-radio multi-channel transmission technology jointly address multiple issues: radio-channel assigrimen

allows more concurrent transmissions in the network, and shqws transmission scheduling, and opportunistic forwardingtst
the potential of substantially improving the system capacity.

However, the performance of OR in multi-radio multi-channel €9Y- In this paper, we carry out a comprehensive study on
multi-hop networks is still unknown, and the methodology of these issues. We formulate the capacity of OR as a linear

studying the performance of traditional routing (TR) can not be programming (LP) problem which jointly solves the radio-
directly applied to OR. In this paper, we present our research channel assignment and transmission scheduling. Leveyagi
on computing an end-to-end throughput bound of OR in multi- ;- anaivtical model, we gain the following insights into

radio multi-channel multi-hop wireless networks. We formulate . .
the capacity of OR as a linear programming (LP) problem which OR: 1) OR can achieve better performance than TR under

jointly solves the radio-channel assignment and transmission different radio/channel configurations, however, in martar
scheduling. Leveraging our analytical model, we gain the fol- scenarios, TR can be more preferable than OR; 2) OR can
lowing insights into OR: 1) OR can achieve better performance achieve comparable or even better performance than TR by

than TR under different radio/channel configurations, however, : : . :
in particular scenarios, TR is more preferable than OR; 2) OR using less radio resource; 3) for OR, the throughput gained

can achieve comparable or even better performance than TR {fOM increasing the number of potential forwarding cantéda
by using less radio resource; 3) for OR, the throughput gained becomes marginal.
from increasing the number of potential forwarding candidates The rest of this paper is organized as follows. Section ||
becomes marginal. introduces the system model and opportunistic routing. We
propose the framework of computing the throughput bounds
of OR in multi-radio multi-channel multi-hop networks in
. INTRODUCTION Section Ill. Examples and simulation results are preseatet

. . . . analyzed in Section IV. Conclusions are drawn in Section V.
Multi-hop wireless networks have attracted increasing at-

tention in recent years owing to its easy deployment and
wide range of applications. Two major factors that limit the II. SysTEM MODEL ASD OPPORTUNISTICROUTING
throughput in multi-hop wireless networks are the unrliigh RIMER

of wireless transmissions and co-channel interferencee On We consider a multi-hop wireless network wifli nodes.
promising network-MAC cross-layer design to improve th&ach noden; (1 < i < N) is equipped with one or more
wireless network throughput is opportunistic routing (O ireless interface cards, referrt_ad to as radios in this work
[1]{7], which involves multiple forwarding candidates afenote the number of radios in each nodgast; (i =

each hop, and the actual forwarder is selecaétdr packet 1.-IV). AssumeK orthogonal channels are available in the
transmission according to the instant link reachabilityd aetwork without any inter-channel interference. We coesid
availability. It is quite different from the traditional wting the system with channel switching capability, such thatdora
(TR) that only onepre-selected next-hop node is involved c¢an dynamically switch across different channels. We assum
to forward packets at each hop. It has been shown tfiiere is no performance gain to assign the same channel to the
OR achieves much higher throughput than TR in mu|ti_hdﬁjﬁerent radios on the same node. For simplicity, we assume
wireless networks [1], [4], [7]. Furthermore, with the spufach noden; transmits at the same data rafe among all

of modern wireless technologies, another way to improV# radios and channels. We also assume half-duplex on each
system throughput is to allow more concurrent transmissiofdio, that is, a radio can not transmit and receive packets
by installing multiple radio interfaces on one node withteacdt the same time. There is a unified transmission ralige

radio tuned to a different orthogonal channel [8]-[10]. and interference rang&; for the whole network. Typically,
R; > Ry. Two nodes,n; and n;, can communicate with

This work was supported in part by the US National SciencenBation each other if the Euclidean distandg between them is less
under grants CNS-0746977, CNS-0716306, and CNS-0831628. than R and they are operated on the same channel. Due to



forwarding based on their relay priorities — If the first node
in the set has received the packet successfully, it forwtmels
packet towards the destination while all other nodes sigspre
themselves from duplicate forwarding. Otherwise, the sdco
node in the set is arranged to forward the packet if it has
Fig. 1. A transmittem; is transmitting a packet, and its one-hop neighborgeceived the packet Correctly. Otherwise the third node, th
nig (1 < ¢ < L) can correctly receive this packet with probabiliy;, - fourth node, etc. A forwarding candidate will forward the

the unreliability of wireless links, there is a packet regap Packet only when all the other candidates with higher piesi
ratio (PRR) associated with each transmission link. In thf@iled to do so. Existing MAC protocols have been proposed to
paper, we assume that there is no power control scheme, §Agure the relay priority among the candidates. For example
the link quality on each channel is independent and can ell; @ batch map is used to indicate the packets known to
obtained by the existing measurement schemes [11]. In ord&ve been received by higher-priority candidates, thubipito

to analyze the throughput bound, we assume that packet trafi§ lower-priority candidates from relaying duplicate iespof
mission/forwarding at an individual node and radio/channE'® Packets. Only when none of the forwarding candidates has
allocation can be perfectly scheduled by an omniscient afticcessfully received the packet, the sender will retratrtsm
omnipotent central entity. Thus, we do not concern ourselvBacket if retransmission is enabled. The forwarding ratees
with issues such as MAC contention or coordination overhe&dtil the packet is delivered to the destination.

that may be unavoidable in a distributed network. This is a

very commonly used assumption for theoretical studies [7], I1l. PROBLEM FORMULATION

[12], [13].

In this section we present our methodology to compute
the throughput bound between two end nodes in a multi-
A. Opportunistic Routing Primer radio multi-channel multi-hop wireless network. We firsicht

Different from TR, OR basically runs in such a way thaf/Nich opportunistic modules can coexist at the same time
for each local packet forwarding, a set of next-hop forwagdi under the.constralnts of wireless mterfergnce and radio in
candidates are selected at the network layer and one of thigFace limits. We then formulate the capacity of OR as an LP
is chosen as the actual relay at the MAC layer according 60PIem which jointly solves the radio-channel assignnaert
their instantaneous availability and reachability at tiet ransmission scheduling.
of transmission. We introduce the conceptagportunistic
module for OR. As illustrated in Fig. 1, it consists of aA. Concurrent Transmission Sets
transmitter {;), all of its one-hop neighbors{n;,,....,n;, }
(denoted a<’;), and the corresponding wireless links from
the transmitter to the candidates with each link (denoted

l;;,) associated with a PRR;;, (1 < ¢ < L). A subset ; o
it one-op negibors il b selected g [1° % 140 Seoncurent rnemiseon sl G, e
candidates Only the forwarding candidates will help forwardtgOse of building independent set in [12] and concurremtstra

the packet. To avoid packet duplication, only one of th ; . : : . .
forwarding candidates becomes the actual forwarder of ea ssion patterns in [10]. That is, taking the benefit of time-

packet. There is a forwarding priority among these forwagdi sharing scheduling of diffe_rent concurrent transmissiets,;
candidates to decide who should forward the packet if melti we could achieve a collection of capacity graphs, assatiate

p. . : ;

forwarding candidates correctly receive the same packet. \W'th capacity constraint on each link. OR_can be perfo_rmed

use an ordered sek;, the forwarding candidate sequence on the underlying capacity graph to achieve the maximum

which is one permutation of the forwarding candidates igroughput. However, the methodology of constructing CTS
' 1O

represent the forwarding priority. The order of the eleraént arugsfé? gtlgteagﬁfgfri?é g)?vn;atrré?:e (l,gr%ﬂat[elsZ]c;%r Je?:.oii- the

F; corresponds to their priority in relaying a received packe? | § ’ 3; h 19 C he i

For example,F; — (ni.,ns,,...n..) indicatesn,, has the actual forwarder for eac transmission, and the instaotze

highest for\Na'rdZing priozii}yzétﬁev:;- " thenn. \/Z\}e call the throughput can take place on any link from the transmitter to

) 129 "'y (2 H . .

candidate selection and prioritizationf@warding strategy. any forwardmg_ cand|da|1te. So tTg CTS IIS' (I:onlgtLucteg based

Denote a forwarding strategy 8¢ = (®,P), where® is an ohn opportunistic modules (|nv? ving mu I“Ipi INKS shagin

indicator function on the one-hop neighbors defined in Ej. (t € same transmitter) ms_tead 0 |nd|V|dua_ INKS. Furlhe_r_e!

and P is a permutation function of the one-hop neighbor esides _the po-channel mterference, radio !nterfacetsimm

So ® represents selection of forwarding candidates @nd he multi-radio system also impose constraint on conctirren
o ; ; transmissions in the network.

represents prioritization of forwarding candidates. Waeale We introduce the concept dfansceiver confiquration

P(ij) < P(ix) if n;; has higher forwarding priority than , P 9 '

o - . vy, which indicates node:; operating on the channet
n;,. Thus, a specified{ can uniquely decide a forwarding : : . L
candidate sequencg.. (1 <€k < K). Each transceiver configuration can be in either

transmission or reception state, and we call it transmiiter
) 1, n; is a forwarding candidate receiver, respectively. We say there is awirelessl]fpl@i # 7)
D(iq) := ¢, = 0, otherwise 1) when vf is a transmitter and” is a receiver and? is in the
The opportunistic routing works by letting the souree transmission range off. Link lfj is usablewhenvf is not in
forward the packet to the receivers in its forwarding candihe interference range of any other transmitters; othexyitiss
date sequencé&,. One of the candidate nodes continues thenusable When a link is usable, its transmitter and receiver

In this subsection, we will discuss which opportunistic mod
les in the network can be activated at the same time. The set
of opportunistic modules which can be activated at the same



are alsko ‘us’able. Lev’ —’{vi li = 1..N,k = 1..K}, and Rii, = Ri- &i, - Dis, H (1—¢i, - pi,) (8)
FE = {l”"l,,] = 1...N7Z 7£ 75 k= ]_K} ) ) P(ik)<7)(iq),nik€ci
ACTST, can be representedkgykan indicator vector on gljhere R, is the data transmission rate at transmittgr
wireless links, written a§e, = {¢;;*|lj; € E}. The effective forwarding rate indicates that accordingh t
[ . ] relay priority, only when higher-priority forwarding caicletes
¢§j°é = { (1)’ g{hfrlej/?sible n CTSTo; (2) do not receive the packet correctly, a lower-priority calati®
’ may have a chance to relay the packet if it does.
Denote the following indicator variable to represent the Then the effective forwarding rate from a transmitterto

transceiver configuration status in CTg: its forwarding candidate sequengg is the summation of the
L . effective forwarding rate to each forwarding candidateha t
v 0, otherwise

An opportunistic module in a CTS), can be represented  Rir, = Y Ri, =Ri-(1— [[ (1= ¢i,pi,) (9)
as (vf, {v}|l}; € E,¢f* == 1}). Note that according to the nig€Fi . niy €C; _
unique property of OR, when a transmittef is usable, its ~ Note that, the effective forwarding rate from a transmitter
multiple receivers can be usable at the same time. Whilel® @ set of its forwarding candidates only depends on the
usable receiver can only correspond to one transmittes THiansmission rate and the PRRs on the corresponding links,

can be formally represented by: but dpes not depend on the priority among the forwarding
candidates.
7k = min(1, Z fjo‘ + Z f;’),v i=1.Nk=1.K
U€E IeE C. Capacity Region of An Opportunistic Module
“) In this subsection, we study the capacity region of the

Although any two active links operating on different chan(-) portunistic module shown in Fig. 1. This capacity region
nels do not interfere with each other, due to radio mterfaeé)" serve as a bound of a rate ve.cto.r corresponding to the
constraint, the number of channels being used on one nq‘gis in the opportunistic module p g

ggggf?/t ti)i(gi%?é?rziﬂgn\:feeLgf/éadlos installed on this node. 0By applying the proved result in [15], we have the capacity
' region of the outgoing links from a transmitter to its one-

K hop neighbors indicated in Inequality (10).
> o<t Vi=1.N G .
k=1 o] <Ri 1— 1— i Qi ,V i1y ey Qi S 07]. L
If two wireless links are concurrently usable on the san%:1 pa iy < Fil ql;[l( pisy®1,),V 19 Pl € 10,1}
channel, they should either share the same transmitter or do (20)
not interfere with each other. This can be represented by where, (1 < ¢ < L) the rate fromn; to n;,.

Py <1+ IS, )Y k=1..K (6)  The physical meaning of Inequality (10) is that any subset
where . . L _ summation of the rate vectq¥ must be bounded by the effec-
Ik 15y = { 1, i==p, orlj andl;, do notinterfere e forwarding rate from the transmitter to the correspngd

17pd 0, otherwise forwarding candidate set. Now are ready to formulate the end

(") to-end throughput bound of OR in multi-radio multi-channel

According to Eq. (4), (5), and (6), we can construct aly siems by making use of the CTS and the capacity region of
the CTS’s. One CTS represents one radio-channel assignm opportunistic module.

Note that the number of all the CTS’s is exponential in the

number of nodes, radios and channels. However, it may not

be necessary to find all of them to maximize an end-to-eft Capacity of OR in Multi-radio Multi-channel Multi-hop
throughput. Some heuristic algorithm similar to that in][14 Networks

or column generation technique [10] can be applied to find aassume we have found all the CTSE},T%...Ty} in
subset of all the CTS'’s to approach the throughput bound. g network. At any time, we activate all the transmitters
will not go into detail of the technologies of finding CTS'sjn one CTS. Let), denote the time fraction scheduled
Next we discuss which link rate (or rate vector) is suppdetabto CTS 7,, (@ = 1...M). Then the maximum throughput

by OR in an opportunistic module. problem can be converted to an optimal scheduling problem
_ _ that schedules the activation of the CTS’s to maximize the
B. Effective Forwarding Rate end-to-end throughout. Therefore, considering commitioica

A fundamental difference of OR from TR is that effectivddetween a single source,, and a single destinatiom,,
throughput can take place from a transmitter to any of iwith opportunistic routing, we formulate the throughput ca
forwarding candidates at any instant. To capture the unigRacity problem between the source and the destination as a
property of OR, we apply the definition effective forward- linear programming problem corresponding to a maximum-
ing rate in [7] to represent the throughput on each link fronflow problem under additional constraints in Fig. 2.

a transmitter to each of its forwarding candidate according In Fig. 2, xf5* and pj* denote the flow rate on link};

a forwarding strategy. For a given transmittgrand its one- and /% in the CTST,, respectively. Recall thaE is a
hop neighbor sef;, under an OR strategyl = (®, P), the set of ‘all the wireless links, and& is the set of all the
effective forwarding rate on link;_ is defined in Eq. (8): transceiver configurations. The maximization states that w
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s.t.
K M o K M o
> S =30 >0 > u, (@) PRRs from the source (b) PRRs from the source
k=1ik epo=t k=1ik epo=t (n1) to relays 2 andns) (n1) to relays @2 andns)
Vi=1.N,istsi#td 12) are worse than that from are better than that from
Kf S the relays to the destina- the relays to the destina-
Z Z g a3) tion (n4) tion (ng4)
=11k cga=1 " Fig. 3. Four-node networks under different channel cooddi(link PRRs).
XK: ke can be operated on two orthogonal channels. The PRR is
Ha; = (14) . . . . .. .
=1k Cmas1 indicated on each link. For simplicity, we assume the PRR is
ko s gy kl LK R 15) identical under different channels in each network. We m&su
Hig = Y each node is in the interference range of each other. Soithere
S <1 @ae) only one transmitter can be active on the same channel at any
a=1 instant in the network. By applying the methodology in Satti
. Ao 20, ¥ o= 1M @7 111, we solve the joint radio-channel assignment, routing,
;"’n‘q FPig S AaRi(l - 1:[(1 = Pisg " Pig)); scheduling problem for maximizing the throughput from
C— (ni it € B,k —— 1} to ny. We summarize the results for Fig. 3(a) and Fig. 3(b) in
) ta g T it ' Table | and Il, respectively. The optimal throughput framto
Vol eV, a=1..M,V &) € {0,1}/° (18)

_ _ o ny for each figure is 0.58 and 0.5, respectively. An interesting
Fig. 2. LP formulations to optimize the end-to-end throughpluOR observation in Table Il is that the opportunistic routingist

wish to maximize the sum of the flow rates out of the sourcéS€d whenn, is transmitting packets. Since in Fig. 3(b), the
which is the accumulated flow rates on all outgoing link§hannel conditions from the source to the relays are better
and all channels from the source in all CTS’s. The constraifif@n that from the relays to the destination, the maximum
(12) represents flow-conservation, i.e., at each node,pexcliroughput is constrained by the bottleneck links from the
the source and the destination, the accumulated incom#gays to the destination. So we should allow more conctirren
flow rate is equal to the accumulated outgoing flow rate. TRENSMissions to saturate the bottleneck links insteadadimy
constraint (13) states that the incoming accumulated fldey r&!Se of OR to push more flows out of the sender. Differently,
to the source node is 0. The constraint (14) indicates treat iffhen the bottleneck links are between the sender and relays
outgoing accumulated flow rate from the destination node (§i9- 3(2)), OR is used to push more flows out the sender. This
0. The constraint (15) restricts the amount of flow rate ddPservation is expected to provide a guideline on designing
each link to be non-negative. The constraint (16) represefistributed radio-channel assignment for OR in multi-cadi
that at any time, at most one CTS will be scheduled to pBulti-channel multi-hop wireless networks.
active. The constraint (17) indicates that the schedulex i
fraction shou’ld be non-negative. In the constraint (18Y)) is B. Simulation of Random Networks
a vector ofg,’s with length|C|. The constraint (18) states that ] ) ) )
the flow rates out of a transmitter in an opportunistic module In this subsection, we investigate the throughput bound of
within a CTS must be in the capacity region discussed fAR and TR in multi-radio multi-channel multi-hop networks
Section III-C. That is, in any CTS, any sub-summation of thend compare the results with that in single-radio single-
flow rates from a transmitter to its usable receivers is bedndchannel systems. In the simulation, we randomly deploy 12
by the effective forwarding rate from the transmitter to thBodes in a rectangle area of 200 units300 units. We select
corresponding receivers. noden, at the left corner of the network as the destination,
The solution of the objective function (11) is the uppeihen calculate the throughput bound from other nodes to the
bound of the throughput between two nodes for OR. THiestination using the LP formulations in Fig. 2. Therefore,
byproduct of the LP in Fig. 2 is the radio-channel assigibere are 11 different source-destination pairs consitiére
ment (CTS's{T,|o = 1...M}) and transmission schedulingthe evaluation. In all the simulations, we assume the packet

({\a|o = 1...M}). We also get the flow ratg”™ on each link reception ratio is inversely proportional to the distanaéhw
¥ in each CTST.. from the LP ’ Gaussian random variation, which simulates the log-normal
1] o .

fading and two-ray path loss model. The interference range
R; = 2Ry. The transmission rang®@r is set as 100 units. The
IV. PERFORMANCEEVALUATION performance metric is the normalized end-to-end throughpu
In this section, we show the results of joint radio-channélound (by assuming the transmission rate is unit one).
assignment, routing, and scheduling for optimizing an end-Fig. 4 shows the simulation result. In the legend, “TR”
to-end throughput solved by our methodology for two simpleepresents traditional routing, “OR” represents oppasiun
scenarios, and simulation results for more general nesvorkouting, “xRyC-z” represents x radios and y channels, with
All the simulations are implemented in Matlab. z maximal number of forwarding candidates. We can see
that with the number of radios and channels increasing, the
. ) ) , . throughput of TR and OR are both increased. Generally
A. Two Scenarios with Different Link Qualities OR achieves higher throughput than TR, and the multi-
Consider two four-node network scenarios in Fig. 3 withadio/channel capability has greater impact on the thrpugh
different link qualities. Suppose each node has one radichvhof TR than OR. When the source is farther away from



CTS {(], (v, 03N}

{(v1, (v3, v3))}

Time fractions 0.14

0.14

TABLE |
CHANNEL ASSIGNMENT, ROUTING, AND SCHEDULING OF OPPORTUNISTIC FORWARDING STRATEGIES FORG. 3(A).

CTS

{(v3, wiN} [ {3, (i)}

Time fractions

{(vi, (v3)), (v3, (Wi}
0.354
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0.354
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146 0.146

2
0.

TABLE I
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that 1) OR can achieve better performance than TR under
different radio/channel configurations. However, in padiar

scenarios (e.g. bottleneck links exist between the seraler t
relays), TR can be more preferable than OR; 2) OR can
achieve comparable or even better performance than TR by
using less radio resource; 3) for OR, the throughput gained
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Fig. 4. Normalized end-to-end throughput bound under difienumber of
radios, channels and potential forwarding candidatesdtangle topology.

(2]

[3]
the destination, the OR presents more advantage than TR.
The opportunistic forwarding by using multiple forwarding [4]
candidates do help increase the throughput. An interesting
result is that, for nodes 7 to 12, the throughput of 1R2C,E5
case for OR is comparable with or even greater than that of
2R2C case for TR. This result indicates that OR can achieve
comparable or even better performance as TR by using le
radio resource.

Another interesting observation is that the throughputgai  [7]
decreases as the number of forwarding candidates increases
This result is consistent with that found in [3], [4]. So it[g]
is not necessary to involve all the usable receivers of the
transmitter into the opportunistic forwarding, and setert
a few “good” forwarding candidates is enough to approach
optimal throughput. This theoretical observation may hedp

design practical protocols. [10]

V. CONCLUSIONS AND FUTURE WORK (11]

In this paper, we proposed a unified framework to compute
the throughput bound of opportunistic routing between tW?Z]
end nodes in multi-radio multi-channel multi-hop wirelesg
networks. Our model accurately captures the unique prppert
of OR that throughput can take place from a transmitté!
to any one of its forwarding candidates at any instant. Oppy,
methodology can be used to calculate the end-to-end through
put bound of OR and TR in multi-radio multi-channel multi-
hop wireless networks, as well as to study the OR behavigys;
(such as candidate selection and prioritization). Leviegagur
analytical model, we gained the following insights into OR

from increasing the number of potential forwarding canttida

omes marginal. Just involving a few “good” forwarding

didates is enough to approach optimal throughput. As for

future work, we are interested in designing practicatjo

radio-channel assignment and opportunistic routing @aito
in multi-radio multi-channel systems based on our thecaéti
study and observations in this paper.
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