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ABSTRACT
We present our preliminary work in using argumentation
logics to reason about security administration tasks. Deci-
sions about network security are increasingly complex, in-
volving tradeoffs between keeping systems secure, maintain-
ing system operation, escalating costs, and compromising
functionality. In this paper we suggest the use of argumen-
tation to provide automated support for security decisions.
Argumentation is a formal approach to decision making that
has proved to be effective in a number of domains. In con-
trast to traditional first order logic, argumentation logic pro-
vides the basis for presenting arguments to a user for or
against a position, along with well-founded methods for as-
sessing the outcome of interactions among the arguments.
We demonstrate the use of argumentation in a reconfigu-
ration problem, to diagnose the root cause of cyber-attack,
and to set policies.
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1. INTRODUCTION
Security administrators typically find managing their sys-

tems daunting. This is true across a broad range of adminis-
trators and systems, including (1) home users with personal
firewalls, anti-virus software and shared files, (2) administra-
tors of large networks dealing with firewalls of 10,000 rules,
intrusion detection systems, and thousands of potentially
vulnerable computers, and (3) individual subscribers to on-
line services like cloud applications and social networks, who
are trying to understand and apply privacy settings appro-
priate to their needs. These kinds of users, and most others,
have to make decisions that have a significant impact on
their systems. However, these decisions must almost always
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be taken based on information that is not well understood.
In a nutshell, users are given too much information, much
of it incomplete or inconsistent, and they do not know the
consequences of the decisions they are forced to make.

The provisioning of security for a system encompasses
many tasks. In our work we consider three, but aim to de-
velop a framework that is broadly encompassing and indica-
tive of how security administrators conduct their business:

• A security policy is established, drawing from a range
of information on best practice and taking into account
likely attacks and the vulnerability of the system to
those attacks.

• Some apparent anomaly in system operation is de-
tected, and the process of diagnosis is undertaken to
determine if an attack is underway, and what action,
if any, should be taken to ensure system integrity.

• In the aftermath of a successful attack, the system
itself, including possibly its security policy must be re-
configured. This reconfiguration needs to ensure pro-
tection against a possible attack underway but also
future similar attacks without creating new vulnera-
bilities. Common reconfigurations include installing a
patch, strengthening a firewall ruleset to block certain
network traffic, and strengthening intrusion detection
system rules. The reconfiguration must also respect
the service expected of the system.

All of these tasks involve the integration of information
from multiple sources, the need to handle information that
is noisy and may be inconsistent, and—what we consider
particularly important—the requirement to explain the out-
come of this integration to humans or to mechanized pro-
cesses that act on the information.

When establishing a policy, for example, it may be neces-
sary to combine the contradictory advice given by different
security experts, or to merge the conflicting rules for how
best to secure parts of an enterprise network, the parts in-
cluding individual workstations, network components, and
servers. The overall objective of a policy is how best to se-
cure an enterprise. To reach a decision on what policy to
adopt, this information must be merged in such a way that a
position is established that is consistent, and which satisfies
the needs of the organization.



In diagnosis, what appears to be an anomaly may just
be an unusual occurrence — our ability to detect anoma-
lies is, after all, imperfect — and even if what we detect is
truly anomalous, disparate occurrences may point to differ-
ent possible attacks. Again information must be merged to
form a coherent picture before any decision can be taken.

Reconfiguration clearly has many of the same features
as the initial configuration task, but with added complex-
ity. One reconfigures after an attack, and so needs to take
into account the new vulnerabilities exposed by the attack,
weighing up changes that will provide a defense against an-
other attack of the same kind alongside any restrictions that
those changes will make to the current use of the network,
and any new potential vulnerabilities that the changes will
create.

We are not the first to study these aspects of security,
but we believe most work to date, albeit very encouraging
and a good starting point for our work, has led to specific,
custom solutions and does not provide a structure that can
inform humans or mechanized devices that have to act on
information given to them.

We use argumentation to provide this structure. Argu-
mentation is a type of formal reasoning based on establish-
ing reasons for and against propositions. We believe it is a
general mechanism that will substantially augment existing
security systems and lead to more powerful and informed
security-decision making. In particular we are working to
develop a system of argumentation that can support three
activities: establishing a security policy, diagnosing attacks,
and reconfiguring systems after an attack. We believe that
argumentation can also have a role in advising users on pri-
vacy settings. In all cases, we hypothesize that argumenta-
tion will provide a formal approach to handling the noise and
inconsistency in the data that needs to be used in decision
making, and will make it possible to extract a consistent set
of rules that can be applied to reach a decision. Further-
more, the arguments that are constructed may be used to
explain the results of reasoning to human decision makers
in a way that clarifies the situation and will improve the
quality of future decisions.

2. BACKGROUND AND RELATED WORK

2.1 Argumentation
The term “argumentation”, as used in computer science,

refers to a broad range of work with its roots in philosophy
and the study of human reasoning. In this tradition, a sem-
inal work is Toulmin’s “The Uses of Argument” [54] which
began to formalize the idea that in reasoning it is not just
the conclusion that is important, but also the reason that the
conclusion was reached. In Toulmin’s view, all conclusions
are defeasible (i.e., possible to invalidate). Conclusions are
constructed from data about the world, they are supported
by a warrant, a reason for thinking that the conclusion holds,
and this itself is derived from some backing (experience or
experimental data). This whole structure is an argument
All conclusions may be subject to a rebuttal, and the final
truth will only be determined by taking account of all such
rebuttals (each of which is itself an argument), examining
the warrants, and reaching a verdict about which argument
is most plausible. This view is summarized in the schema of
Figure 1.

Figure 1: Toulmin’s schema

There are three aspects of Toulmin’s work that have strongly
influenced research in computer science:

• The idea that all conclusions are defeasible suggests
that argumentation fits closely with work on nonmono-
tonic logic and attempts to deal with inconsistent in-
formation.

• The idea that all conclusions can be disputed fits natu-
rally with legal reasoning and communication between
agents (autonomous systems whether human or intel-
ligent software systems).

• The schema itself, which can be viewed as an explana-
tion of why the conclusion was entertained, has been
used in areas where complex reasoning needs to be ex-
amined.

On the defeasible reasoning side, the earliest work within
computer science is due to Loui [28] and Lin [27, 26]; the
former laid out, in broad terms, the capabilities of argu-
mentation, while the latter focused on capturing existing
systems of nonmontonic reasoning (such as default logic [46]
and autoepistemic logic [32]). At the same time, Pollock
[39, 40] explored the possibilities of argumentation in great
detail, examined the structure of arguments and considered
different ways in which one argument might defeat another.

The seminal work in this area, however, is due to Dung
[10], who introduced the idea that one could consider the
properties of a set of arguments at a purely abstract level.
Given a set of arguments, and a relation that identifies pairs
of arguments where one attacks the other, it is possible to
establish several well-founded principles under which sets of
acceptable arguments may be determined. For example, any
argument that is not attacked is acceptable, and any argu-
ment that is attacked by an acceptable argument is not ac-
ceptable (this leads to a simple fixpoint definition of accept-
able). This basic idea has been extended with preferences
[3, 2, 41] and weights [11, 33].

From preferences and weights, it is a short step to combin-
ing argumentation with approaches for handling uncertainty.
Krause [24] was among the first to consider how argumenta-
tion could capture different representations of uncertainty,
while Kohlas [22] and his collaborators have written widely
on combinations of argumentation and probability. The use
of argumentation to handle uncertainty leads naturally to
its use for decision making [18], and to reason about risks
[30].

The notion of acceptability proposed by Dung [10] has a
natural reading in terms of a dispute—one agent puts for-
ward an argument, a second agent puts forward an argument



that attacks the first argument, and then the first agent at-
tempts to defeat the second argument. This correspondence
can be exploited to describe interactions between agents.
This perspective was first proposed by Sycara [52, 53] and
soon became a standard approach to modeling negotiation
[23, 35, 36, 37, 43]. More recent work has used argumen-
tation to underpin a range of kinds of interaction [17, 29,
31, 38, 63], and the adversarial nature of argumentation-
based interactions provides a particularly close fit with legal
reasoning [5, 15, 42].

In the determination of acceptability, the relationship be-
tween arguments is crucial—the structure of the argument
graph determines which arguments are acceptable. When
we take a less abstract view, and examine the premises and
conclusions of arguments, the resulting structure, like that in
Figure 1, is also important. Using pictures of the structure
of arguments to understand them is not new—the approach
goes back at least as far as the work of Wigmore [60]. Reed
et al [45] discuss the history of such diagrams and the use
of software tools, such as Arucaria [44], Carneades [16], and
Rationale [56], which were developed to allow users to draw
argument graphs to help them reach better decisions.

2.2 Automated Security Management
There has been considerable work on automated security

management, much of it in the security research literature
and in products. Much of the work has a basis in formal logic
and, consequently, uses various kinds of theorem provers and
other automated reasoning tools, especially model checkers.
Also, much of the work is aimed at a particular security com-
ponent, such as firewalls (see below); this is not a criticism,
as it is essential to understand individual security compo-
nents and services before more general security issues can
be successfully pursued. None of the work seems to lead
to automated explanations for security decision making and
none uses argumentation as the framework.

Below we highlight just a few of the notable work on se-
curity management to indicate that reasoning methods are
feasible to improve the security and performance of security
components. Then we present more detail on a knowledge-
based approach to automated reconfiguration as background
for casting this and other approaches to security manage-
ment in terms of argumentation.

Reasoning about firewall rules [1] has been a fruitful appli-
cation of logic for security. This work (and numerous others)
has shown that firewall rules can be viewed as a (large) col-
lection of simple programs which can be optimized and an-
alyzed for inconsistencies. The analysis is not complicated,
but the ability to handle 10,000 or more rules is impressive.

It has been recognized [61] that automated reconfigura-
tion of a system undergoing attack can be cast as a planning
problem; again there is other work on this topic, some cou-
pling it with automated diagnosis, as described below. This
cited paper also shows the relevance of game theory, pro-
vided it is possible to enumerate the moves of the defender,
which is easier than accurately enumerating those of the at-
tacker. There is been considerable work on the formulation
of security policies in terms of logic, even for practical sys-
tems such as SE Linux. What is missing is formally linking
policies to an actual implementation, although the verifica-
tion community has done this for simple systems. As an
illustration, we have shown [48] that it is possible to reason
about the rules for a specification-based intrusion detection

system (IDS) with respect to a policy for which the IDS is
intended to detect policy violations. The work closest to our
vision of automating reason in support of security adminis-
tration is Cycorp’s [25], which is now a product to assist
security managers in assessing risk, such as to various kinds
of attacks.

Below we provide more detailed background on the prob-
lem of automated reconfiguration of a system undergoing
an attack, as this kind of reasoning is what we want our
argumentation system to carry out.

Detecting known internet attacks is a solved problem.
Many sophisticated counter measures such as automatic sig-
nature generation and distribution [20, 21, 47, 59] and auto-
matic patch generation to fix vulnerabilities have also been
developed. An open question, however, in secure systems
research is, how might automatic system reconfiguration be
performed to combat malicious attacks? Making this deci-
sion is hard in the presence of uncertain information. Sus-
pending a service component is oftentimes desirable if it
protects the larger system but it would obviously be harm-
ful in response to a false alarm. Deliberate triggering by
a malicious adversary might also cause self-inflicted denial-
of-service. Intuitively, it seems desirable to shut-down the
service until it is clear whether there is an attack or not.
Balancing the consequences of maintaining a suspected ser-
vice and risking its malicious faults against that of denying
the service for protection is the key aspect of the reasoning
addressed by argumentation logic.

Previously, we have used cost-sensitive, control theoretic
principles to automate responses to global attacks in collab-
orative alert sharing intrusion detection systems (IDS). In
that work, we found that for certain scenarios, to leave one-
self open to attack might be the least expensive option as
demonstrated by our algorithms. We also show that these
algorithms do not need a great deal of information to make
decisions.

In the control-theoretic model, the system consists of two
main features: (1) a discrete-time dynamic system and (2)
a cost function that is additive over time. The cost function
is additive in the sense that the cost incurred accumulates
over time. However, because of the presence of uncertainty
in the actual state, the cost is generally a random variable
and cannot be meaningfully optimized. We therefore for-
mulate the problem as an optimization of the expected cost
where the expectation is with respect to the joint distribu-
tion of the random variable involved. The optimization is
over the controls, where each control, is chosen based on
the current observation of the system. This is called closed
loop optimization as opposed to open loop optimization
when all controls have to be decided at once at time 0 with-
out any knowledge of the state of the system at any time
later.

Mathematically, in closed-loop optimization, we want to
find a sequence of functions, mapping the system state into
a control which when applied to the system minimizes the
total expected cost. This sequence is referred to as a policy
or control law. For each policy. Details of how we applied
this to automatically block global attacks in a collaborative
system can be found in [8].

The main drawback to this approach comes from assigning
the appropriate cost values that accompany control actions.
These values are subjective judgements to be made by ex-
pert administrators. Yet even an expert has no systematic



way to configure such a system based upon single integer
cost values in a way that is correct and consistent. It isn’t
clear how local costs combine if global optimization across
an entire enterprise is desired. Costs of stopping services to
all hosts, for example, isn’t always the sum over the cost
of stopping services to a single host. Adding additional cost
combination functions only makes the configuration problem
more difficult.

3. AN ARGUMENTATION FORMALISM FOR
INTELLIGENT RECONFIGURATION

In our previous work, we have examined algorithms for
automated reaction as a countermeasure to spreading Inter-
net worm attacks [34, 4, 7, 8]. In this work, we used the
probabilistic properties of imperfect early warning sensors
to calculate an optimal response. This response involves
stopping useful services and incurs some cost in our model.
Compromise by the worm attack also incurs cost. Since the
decision is based upon uncertain information, the question
is: how is the automated response policy adjusted to min-
imize expected cost over time in the face of false reports?
The major drawback to this work comes from the depen-
dence upon numerical cost values. There is no principled
way to set the values correctly for initial costs. Further-
more, cost values do not easily combine. For example, the
cost of shutting down all 100 computers in an enterprise is
not always 100 times more costly than shutting down a sin-
gle computer. Argumentation is a promising alternative to
our previous cost models, since it supports a much richer va-
riety of decisions that might only require a partial ordering
of consequences rather than relative numerical values.

For this problem, observable facts obtained by an admin-
istrator monitoring the system might include:

1. The number of IDS reports from sensors seen in the
last time period.

2. The volume of traffic to a specific port.

3. Reports from cooperating partners that they have seen
an Internet worm.

Conclusions would be:

1. Do nothing.

2. Turn off the potentially vulnerable service.

3. Filter traffic to the vulnerable at the gateway firewall.

Argumentation provides a mechanism to weigh up the ev-
idence provided by the observable facts and relate them to
conclusions about low-level system behavior. For example,
consider the problem of reacting to reports of an Internet
worm targeting a vulnerability in web servers. The grounds
for action are the fact that there is evidence of a worm attack
underway against web servers in our enterprise network. We
wish to arrive at a reasonable course of action; in this case,
is it a reasonable conclusion that traffic to port 80 should be
blocked? Following Toulmin’s formalization, the warrant in
the argument structure is that blocking traffic to port 80 will
thwart a worm that propagates to vulnerable web servers.
The backing is that randomly scanning Internet worms find
victims by attempting to connect to port 80 on random IP
addresses. A serious rebuttal in this case, is that web ser-
vices are essential to enterprise operations and will cause

serious harm in the event of a false alarm. The argument
structure for this problem is shown in figure 2.

Figure 2: Response Argument

Although this formulation may seem over simplistic, it is
important to note that each of the elements are themselves
arguments in their own right. The grounds, warrant, back-
ing and rebuttal are all claims from other arguments in the
framework. Suppose that the grounds asserting a worm at-
tack at the outset was formed from the grounds that Sensor
X generated an alert. This would be warranted because Sen-
sor X detects scanning worms, with the backing that Sensor
X detects connections to unserviced ports with probability
(1 − fn), where fn is the sensor’s false negative rate. A
rebuttal in this case, would be that Sensor X generates false
alarms with probability fp. The corresponding argument
structure is shown in figure 3(a). The claim in the rebut-
tal is supported on two separate grounds: that the suspect
services are too important to disable, and that the attack
reports aren’t completely reliable. The structures of these
sub-arguments are shown in figure 3(b) and 3(c). The fi-
nal claims in both of these contribute to the grounds of the
rebuttal in the original argument stating the importance of
the traffic. Notice also that the backing for argument 3(c)
is the same as the rebuttal in argument 3(a).

Figure 3: Sub Arguments

By refining the overall reasoning into connected subargu-
ments, the high-level reasoning structure is populated with
the relevant technical details at lower levels. Relationships
between the detailed facts contributing to the decision-making
are made explicit in the formal argumentation structure, and
changing the strength of individual assertions allows differ-
ent conclusions to be reached. Eventually, the overall prob-
lem of intelligent reconfiguration is represented by a graph



of supporting claims. The graph for the example above is
shown in figure 4.

Figure 4: Argument Graph

Claim 3 is the argument supporting the claim that Sen-
sor X generates false alarms with probability fp. If this
claim, backed by observations of Sensor X’s performance,
were called into question, then two lines of reasoning would
be undermined, with potentially significant changes to the
final conclusion that traffic to port 80 would be blocked. We
can use techniques like those from [3, 10] to establish which
claims hold in situations like this.

The example above represents a specific case to be rea-
soned about. We believe that argument models like these
can be useful in a wide variety of cyber security situations.
In the example, the specific attack being considered is com-
mon to all argumentation elements. The specific attack
serves as a token that defines a portion of the reasoning in
this case. Presumably a very similar line of reasoning would
apply to a variety of similar cases of distributed attacks. We
are identifying common sub-arguments, and argument sub-
graphs that can be generalized and used in a wide variety
of situations. Rather than building new argument graphs
for each new case encountered, the argument is composed
from components already vetted in similar situations. De-
veloping specialized argumentation schemes [57] allows one
to capture common patterns of reasoning like this, and ar-
guments for and against the conclusion of a worm attack can
be combined in well-founded ways [6]. This form of reason-
ing has been shown to perform well in medical diagnosis [12,
13, 14] and in applications where the focus is less on iden-
tifying a state (as here where we are identifying if is there
a worm) and more on choosing a course of action [9, 58] (in
our example, how to respond to the worm if we decide this
is necessary).

Finally, while the argumentation structure described this
far identifies the relationship between the reasoning com-
ponents, there is still the question of how the weights are
defined and taken into account in the final analysis. Ulti-
mately it is up to the administrator to judge which resources
are important. Argumentation models can, however, make
the codification of the actual values more transparent and
less prone to misconfiguration. Rather than basing the com-
ponent weights upon numerical value, a simple ranking of
the level of support into a small number of fixed categories
can be used. The key idea here is that support is based upon
belief rather than truth as in classical logic. Generally, the
more independent reasons to sustain a claim, the greater the
confidence in the decision. One approach is to use an aggre-
gation function that simply assigns the greatest support of
the components to the claim. For example, suppose there
are two ranks: normal support and conclusive support. A
rebuttal with conclusive support would outweigh a warrant
with normal support and the argument claim would be set
conclusive. If there were two contributing claims to a ar-
gument grounds then concluding claim would be assigned

the weight of the highest ground. Multiple rebuttals and
multiple backings would have their support combined as,

Sc = (p− c)/(p+ c) (1)

where Sc is support for the claim and p and c are the pros
and cons; the number of backing supports and the number
of rebuttals. The attractiveness of this simple model is the
ease with which it can be configured. We will also investigate
more sophisticated alternatives including Dempster-Shafer
based methods for assigning prior weights. The question
here is how sensitive the overall case claim is to specific
aggregation procedures.

3.1 Argumentation for Attack Diagnosis
Another security application for argumentation-based rea-

soning is in security diagnosis. Oftentimes specific symp-
toms of malicious attacks are no different than natural faults
or transient unusual but valid use of the system. Aside from
isolating the true source of the problem, oftentimes one want
to know quickly whether the behavior is the result of an at-
tack or not. For example, in critical infrastructures, such
as a SCADA controlled power generation plant, devices op-
erating outside the bounds of tolerance in the control sys-
tem may indicate failure of some component. The proper
course of action would be to switch to a redundant compo-
nent while a repair is performed. This typically is done by
the integrated safety control system which has been designed
to handled random natural faults. If instead, however, an
attacker has gained access to the SCADA system and is ma-
nipulating the device to cause damage, operators must be
alerted before the attacker also gains access to the backup
device which may cause catastrophic failure.

What is needed here is a method for taking all available
symptoms and finding the associated problem the provides
the best match. The most common approach to solving
this problem is to use Bayesian reasoning to get a proba-
bilistic likelihood estimate for the candidate problems. This
works well for natural faults since the conditional probabil-
ities involved are known with some accuracy. The difficulty
in applying this to diagnosing security events is similar to
the difficulty in automating response to attacks. It is very
difficult to configure the system with accurate probabilities
associated with attacker actions; attackers wo do a variety
of actions depending upon specific goals or methods.

To address this issue we have previously employed a code-
book based approach borrowed from the network manage-
ment community [62]. The codebook approach is based upon
a causality graph of problems and symptoms. Problems and
symptoms are both nodes in the directed graph and directed
edges represent causal relationships between them. Prob-
lems cause a variety of symptoms, and problems also cause
other problems. Symptoms are terminal nodes since they
aren’t the cause of problems themselves (symptoms may
cause other symptoms but this results in no additional in-
formation and can be pruned). The causality graph is then
used to produce a problem/symptom codebook where each
problem is associated with a bit-vector of associated symp-
toms. Simple symptom lookup would be sufficient except
that there may be false alarms or missing symptom informa-
tion. To address this the codebook approach uses minimal
distance decoding. The problem whose code has minimal
Hamming distance to the symptom vector is decoded. In
general the codebook approach can correct observation er-



rors in k − 1 symptoms and detect k errors as long as k
is less than or equal to the radius of the codebook. The
drawback to this approach is that all symptoms are consid-
ered with equal likelihood. When reasoning about the root
cause of a set of symptoms, some problems/symptoms carry
greater weight. Alerts of a gas exiting a leaking pump carry
more importance than vibrations detected at the pump. The
codebook approach would treat these two with equal im-
portance, perhaps even eliminating the critical alert due to
redundancy.

We employ an argumentation based reasoning approach
to this security diagnosis problem. The main advantages to
using argumentation are that it doesn’t depend upon accu-
rate known prior probabilities yet it can still handle weighted
claims. The conclusion reached by a argumentation-based
diagnosis uses the reasoning chain used to reach the conclu-
sion instead of relying upon the detailed values of the num-
bers that went into the assigned weights. A partial ordering
of weights is sufficient to give a useful result.

As a simple example, consider the situation where stream-
ing video-conference viewed on a laptop computer has its
quality suddenly reduced. Two competing lines of reasoning
must now be followed: one that ends with a justified claim
that a denial-of-service attack is being conducted against the
wide area network, and the other that a natural fault in the
local wireless access point is creating the problem. Suppose
that a variety of symptoms are available to an administra-
tor: the performance of the video-conference service in other
portions of the wide area network, the volume of traffic on
critical network links, IDS reports of obvious DDoS attacks,
etc. Good performance of the service in other parts of the
network would be a strong rebuttal to the claim of DDoS
attack against the shared WAN. Heavy volumes of traffic
on a WAN link would only be weak backing for DDoS at-
tack because a sub-argument claiming heavy, yet valid, use
of the network for other services could still cause the same
symptom and undermine the DDoS claim. High quality IDS
reports of DDoS attacks would be exceptionally strong back-
ing for the DDoS claim but, in the case of a rare false alarm
might still be over-ridden by the combined weight of the
other arguments when everything else appears normal.

The main challenge in performing this type of diagnosis
in IP network environments is encoding sufficient knowledge
into the argumentation framework to make useful decisions.
Our approach is to start with the limited number of symp-
toms available. Possible problems associated with these are
assigned as claims or warrants with the symptom as backing,
similar to the codebook approach. The existence of certain
symptoms actually undermine the claim of some problems,
a negative correlation case the codebook approach fails to
take into account, and are added as rebuttals to the appro-
priate argument claims. Finally, symptoms are place in a
partial order with an increasing weight of evidence.

We believe that the argumentation approach will be par-
ticularly useful in critical infrastructure protection systems
such as SCADA controlled power grid installations, auto-
mated manufacturing and civil services. Unlike general pur-
pose IT systems, these cyber-physical systems are constrained
by the physical processes they control and the limited func-
tionality of the devices involved. Encoding knowledge of the
normal system operations in this case can be based upon the
design specifications of the process itself and the capabilities
and programming of the control system.

3.2 Argumentation as Policy Recommendation
Setting correct access control and privacy policies has never

been an easy task for system administrators. Traditional
policies rely upon restricting access based upon authenti-
cated identities. In this environment, users with limited
technical expertise might be expected to implement a rea-
sonable access control policy on their personal computing
resources because: 1) these resources were only shared by
the limited number individuals with physical access 2) these
individuals were highly trusted family members or friends,
and 3) network access control to the single internet con-
nection can be implemented using a variety of inexpensive
commercial devices. With the recent upswing in the partic-
ipation in online social networks, however, the problem of
access control has changed. The resource to be protected is
the personal information of the users themselves. Access to
that information is potentially available to every user of the
online social networking service; in the case of Facebook the
number of active users is 500 million. In addition to users,
commercial applications are deployed on the Facebook plat-
form. In one well publicized case, the popular Zynga face-
book game developer was found to be selling private infor-
mation to third party advertising firms. Managing private
information, so that it is shared with trusted parties in the
social network and denied otherwise is exceedingly difficult
for typical users.

We apply the argumentation framework as a method for
configuring access control policies in this complex environ-
ment. In our previous work, we have developed dynamic
models for trusted communications within the social net-
work environment. In the KarmaNet[50] work, we show how
desirable messages can be transmitted to unknown mem-
bers in a social network from well-behaved members, while
undesirable messages result int the suppression of the mes-
saging ability of spammers. This is accomplished by nodes
maintaining trust values of all connected peers and setting
a probability of message forwarding as a function of trust.
We prove that, using this system, the number of undesir-
able messages is bounded over the lifetime (rather than a
fixed time window) of a spammer. We implemented this
scheme in our Davis Social Links suite of applications on
Facebook [49] as a method for controlling built-in messag-
ing. Also, under active development is a Facebook appli-
cation privacy proxy service called the Facebook Applica-
tion Identity Transformation and Hypervisor (FAITH)[55].
Users of Facebook applications can gain fine-grained control
over access to their private information by requiring that
third-party application interactions be mediated by FAITH.
A remaining obstacle to managing privacy with these sys-
tems is the difficulty in configuring a reasonable access con-
trol policy to unknown and untrusted applications. Another
application of the argument-based security management is
in the configuration of these complex privacy policies in on-
line social network environments. For example, a user may
be uncertain whether to grant permissions to an application.
Using the social network, users could solicit arguments from
trusted users within a circle of friends. Trust values, sup-
plied by the Davis Social Links system could serve as weights
on backing as well as on rebuttal. Arguments from different
friends could be combined into an overall case to make com-
plex policy decisions. Additionally, social network members
who have supplied useful policy arguments in the past would
have their trust values upgraded accordingly. Users supply-



ing poor arguments would be downgraded and have less of
an influence.

4. TOWARDS AN ARGUMENTATION-BASED
SECURITY MANAGER’S ASSISTANT

Argumentation-based reasoning is seldom used in live sys-
tems. Most implementations assist knowledgable users in
formalizing their domain-specific reasoning procedures for
analysis. We wish to go beyond this and produce a proof-
of-concept argumentation prototype engine to evaluate the
use of argumentation for security reasoning. There are nu-
merous theorem provers[51, 19], that could be the core for
our prototype, but we propose to use the Cambridge HOL
system. It is the theorem prover for which we have the most
familiarity and it is the easiest to modify and extend, but
the downside to this flexibility is that it is likely the slow-
est of the popular theorem provers; this lack of performance
can be somewhat ameliorated with special purpose decision
engines, such as with argumentation based security reason-
ing. The flexibility of HOL permits the mechanization of
inference rules for standard forward reasoning (e.g., driven
by sensor alerts) or tactics, which are inference rules mech-
anized for backwards reasoning. These are employed when
details of an argument are explained or challenged. HOL
provides many build in inferences, collected as theories for
standard reasoning. We extend the standard reasoning to
handle uncertainty, for example as in the Dempster-Shafer
theory.

5. DISCUSSION
Based upon the discussions in the workshop, we take this

opportunity to clarify some of the points in our approach.
The argumentation framework that we present is primarily
intended to support novel new reasoning strategies rather
than to provide an alternate method for arriving at a proven
conclusion. Rule-based reasoning systems in cyber-security,
such as static analysis of programs, verification of policy, and
planning of reactions to adversary actions, typically cannot
handle conflicting assertions. These are considered to be
errors in configuration to be resolved by the user or admin-
istrator. In fact, the goal of many rule based systems is
explicitly intended to discover these conflicts, as in static
analysis. With argumentation, however, we wish to extend
rule-based reasoning to support reasoning about security in
the presence of inherent conflicting assertions. Argumenta-
tion logic structures, then, have the unfamiliar feature of
not providing for definite resolution of a proposition into a
final proven claim, as in standard logics. Rather than prov-
ing the validity of a conclusion, argumentation encodes the
structure of reasoning for and against claims. The question
then becomes, what new reasoning capabilities can argumen-
tation logic provide? One example is questions like, ”What
new information do I need to best resolve the conflict?” In a
firewall configuration, say, deciding whether to block a port
or not would depend upon a variety of factors. It isn’t obvi-
ous how the pros and cons of the decision are related. The
question of whether an attack has occurred or not might be
irrelevant in a specific argument structure if the critical ques-
tion is how much you value the service in the first place. If
that question were answered, all other conflicting assertions
would be defeated allowing for resolution. In a distributed
computing environment, expressing a decision procedure in

argumentation logic would allow a user to realize that the
final decision actually depended upon whether you trusted
one actor over another, say. Given that fact, all other ar-
guments might be defeated. The argumentation logic itself
doesn’t guarantee any resolution of conflicts. In fact it al-
lows for reasoning even in the presence of such conflict.

During the workshop, much of the discussion focused upon
resolution systems. A resolution system is a procedure for
converting the inherently ambiguous argument claims into a
structure with a single, well-defined conclusion. Although
argumentation logics don’t inherently provide for resolu-
tion of propositions, one can devise a variety mechanisms to
achieve resolution for a given argumentation logic structure.
Typical approaches are to assign weights to specific claims.
Weights are combined for competing reasoning chains and
the highest weighted argument wins. We have used the
Dempster-Shafer theory of evidence to weight arguments
based upon the likelihood of the claim’s truth. The trust-
worthiness of the actor supplying the argument is also a
possible weighting mechanism in a distributed computing
environment. Another approach is to use the costliness of
accepting a specific claim as true. One could imagine a
wide variety of clever mechanisms for argument resolution in
cyber-security applications and we believe this could provide
a fruitful avenue for future work in the research community.
However, we wish to make it clear that these argument res-
olution mechanisms are somewhat arbitrary and their suit-
ability is domain dependent. Argumentation logic’s novelty
comes from the lack of any requirements for proposition res-
olution. In fact, its purpose is to support reasoning when
resolution isn’t possible due to inherent, unresolved logical
conflicts.

Finally, we wish to thank the NSPW organizers and par-
ticipants for the fruitful discussions that are only possible in
the refreshing interactive format of this workshop.
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