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Abstract. This paper is concerned with the extraction of the smallest eigenvalue and its cor-
responding eigenvector of a symmetric positive definite matrix pencil. We reveal implicit convexity
of the eigenvalue problem in Euclidean space. A provable accelerated eigensolver based on precon-
ditioning and implicit convexity (EPIC) is proposed. Theoretical analysis shows the acceleration of
EPIC with a rate of convergence resembling the conjectured rate of convergence of the well-known
locally optimal preconditioned conjugate gradient. Numerical results confirm our theoretical findings
of EPIC.
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1. Introduction. Eigenvalue problems are cornerstones in scientific and engi-
neering computations. In this paper, we consider the following generalized eigenvalue
problem:

(1.1) Au= Mu,

where A and M are given n xn symmetric positive definite matrices, and (A, u) is a de-
sired eigenpair. Numerous algorithms for computing eigenvalues and their associated
eigenvectors have been developed [3, 10, 28, 30, 38]. Preconditioning techniques are
often necessary for large-scale problems and have been well studied for solving linear
systems of equations [4, 37]. For eigenvalue problems, preconditioning has also been
investigated extensively. There are the preconditioned steepest descent (PSD) method
[21, 31, 39] and preconditioned gradient-type methods [12, 16, 34, 40]. The conver-
gence analysis of these gradient-type eigensolvers is studied in [2, 8, 15, 25] and the
references therein. One of the most popular preconditioned iterative method for the ei-
genvalue problem (1.1) is locally optimal preconditioned conjugate gradient (LOPCG)
method and its block variant LOBPCG [13]. Compared with the PSD method, which
only uses a current approximation and a preconditioned residual, LOPCG involves
a previous approximation, which is called the momentum term. Numerical results
show that convergence of LOBPCG is satisfied under careful implementations [7, 14].
Despite its great success in practice, proving the conjectured rate of convergence and
acceleration of LOPCG in [13, eq. (5.5)] is still elusive.

There are preconditioned eigensolvers with momentum from perspectives of dif-
ferential equations; see [5] and the references therein. Numerical results show that
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momentum terms can significantly improve convergence but, theoretically, an accel-
eration is hard to prove.

Momentum methods are widely used in convex optimization, with their origins
dating back to the early 1960s [29]. One popular momentum method is Nesterov
accelerated gradient (NAG) flow [19]. In theoretical analysis of NAG flows, two main
approaches are prominent. The classical method, pioneered by Nesterov in [19], uti-
lizes estimating sequences. In contrast, a more contemporary approach, as investi-
gated in [36], involves the derivation of a second-order ordinary differential equation
(ODE) to delve into the dynamics of NAG flows. The connection between NAG flows
and ODEs has been studied extensively in recent years [17, 18, 26, 33]. For example,
by combining NAG flows with preconditioning, a preconditioned accelerated gradient
descent method for solving semilinear PDEs was proposed in [27].

The crux of the success of NAG flow approach is the convexity of the objective
function. Unfortunately, for the eigenvalue problem (1.1), the associated Rayleigh
quotient

xT Az
"Mz’

is not (strongly) convex in Euclidean space, due to the homogeneity Rq(tz) = Rq(z)
for all nonzero scalar . One approach to investigate convexity in eigenvalue com-
putation is to consider the Rayleigh quotient on smooth manifolds [9]. Recently,
a Riemannian acceleration with preconditioning (RAP) has been proposed in [32],
providing a provable accelerated preconditioned eigensolver with an essentially sim-
ilar convergence rate to the conjecture of LOPCG. From the Riemannian manifold
viewpoint, the convexity structure, known as geodesic convexity, has been extensively
studied in the absence of preconditioning [1]. However, when incorporating precon-
ditioning, there is a need to transform the objective function from a quadratic to a
rational form and introduce intricate complexities to the convexity. The introduction
of new technical conditions for preconditioners, in addition to the traditional spectral
condition number x(T~'A) as in [15], where T is a symmetric positive precondi-
tioner for A, becomes essential for the theoretical analysis of acceleration induced by
operations on manifolds. While extra conditions can be verified for some popular
preconditioners, such as domain decomposition, it would be preferable if accelera-
tion could be achieved with only minimal requirements about the spectral condition
number. A viable alternative strategy is to explore convexity structures in Euclidean
space, a pursuit we will undertake in this work.

In this paper, we reveal a new structure, named as implicit convexity, of the
eigenvalue problem (1.1) with respect to the smallest eigenvalue and its associated
eigenvector. Compared with the treatment of geodesic convexity, the implicit con-
vexity only involves analysis in Euclidean space as commonly encountered in matrix
computations. A provable accelerated symmetric Eigensolver based on precondition-
ing and implicit convexity (EPIC) will be proposed. Theoretical analysis of EPIC is
presented and shows that the rate of convergence of EPIC resembles the conjectured
convergence of LOPCG in [13, eq. (5.5)]. Numerical results confirm our theoretical
findings.

For ease of reference, the following proposition provides some characterizations of
strongly convex functions. Taking into account the preconditioning to be discussed
later, we consider a P inner-product as

(1.2) (x,y>p=xTPy,

Rq(z) z#0,
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where P is a symmetric positive definite matrix. The preconditioners P defined here
and T introduced previously are related but not the same, their relationships will be
discussed in section 5. In the next proposition, we use (-,-) and ||-|| to denote a general
inner-product and norm, respectively, such as the P inner-product and P norm.

PROPOSITION 1.1 (see [20, sect. 2.1]). Suppose ¢ is a smooth function on a
conver domain Y, and 0 < u < L are positive scalars, the following three inequalities
for characterizing the strong convezity and Lipschitz smoothness of ¢ are equivalent:

L
(1.3) %Hyl — |’ < o(y1) — d(y2) — (Vo(y2),y1 — yo) < 5”?/1 —12l?,

(L4)  aly — vl V(1) — Volue)l < Llig — el
(L5)  wP=<V2(y) <LP,

where y,y1, y2 € Y and My < Ms means Ms— My is a symmetric positive semidefinite
matric.

By convention in convex optimization [20, p. 77], the condition number of a
strongly convex function ¢ is denoted by the ratio k = L/u, where L and u are
the optimal bounds from Proposition 1.1. The condition number is closely tied to
fundamental properties of algorithms. For example, the rate of convergence of gradient
descent methods and accelerated gradient descent methods are bounded by 1—ck and
1 — ck!/2, respectively, for unconstrained convex minimization, where ¢ is a universal
positive constant [20, Chap. 2.1].

The rest of this paper is organized as follows. In section 2, we introduce the
implicit convexity of the smallest eigenvalue problem by constructing an auxiliary
problem on the tangent plane of an approximation of an eigenvector on the M-sphere.
A novel locally optimal scheme of NAG (LONAG) flow will be proposed and analyzed
in section 3. In section 4, we will show that the auxiliary problem can be solved
by LONAG implicitly on the M-sphere, which only involves some cheap operations.
Such an implicit algorithm will be named as eigensolver based on implicit convexity
(EIC). Compared with the steepest descent method, an acceleration of EIC will be
proved. In section 5, a preconditioned version of EIC, which is called eigensolver
based on preconditioning and implicit convexity (EPIC), will be given by involving a
preconditioner P, which is associated with a copreconditioner T' for A, for auxiliary
problem. Theoretical analysis shows that EPIC can achieve acceleration, whose rate
of convergence is faster than PSD and similar to the conjecture of LOPCG. Numerical
results, including a test for theoretical results and comparison with LOPCG will be
given in section 6.

2. Implicit convexity of symmetric eigenvalue problem. Suppose A and
M are n x n symmetric positive definite matrices, 0 < A < Ay < .-+ < A, are
eigenvalues of (A, M), and uq,...,u, are an M-orthonormal set of eigenvectors. We
consider the computation of the smallest eigenvalue and its associated eigenvector
()\17’LL1) of (A,M):

(21) Auleulx\l.
It is well known [10, p. 441] that u; is a global minimizer of Rayleigh quotient:
A1 =Rq(ui) = Ig‘gélol Rq(z).

2.1. Auxiliary problem. In this section, we will construct an auxiliary problem
of the eigenvalue problem (2.1) and then convert the eigenvalue problem (2.1) into
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an optimization problem of a convex function over a convex domain. Let ¢ be an
approximation of the eigenvector u; satisfying ¢" Mu; > 0, such that |¢|la,s = 1 and

A1+ A2

(2.2) M =Ra(g) <=

Let 83_1 be a hemisphere in R™ determined by ¢:

S;‘_l ={zeR"|||lz|lm =1, q "Mz >0}.
Define an A-spherical cap X of Sg_l as
(2.3) X={z¢ S;“l |Rq(z) <Rq(q)} c S~

It is obvious that X is nonempty since u; € X. Define operators 1) : Sg’l > RP1
and 7t: R*~1 HS;L’l as

_ QI Mz fg) e Quuta

where ) is an orthonormal basis of the M-orthogonal complement of ¢, i.e., the
matrix [¢,Q ] is M-orthonormal. Then denominators of 1 and 9! are both nonzero.
The following lemma shows that 1 is the inverse of .

LEMMA 2.1. For operators 1 and ¥' defined in (2.4),
1. ¢ and YT are injections;
2. YT (v(z)) = holds for all x € Sit;
3. Y(¥1(y)) =y holds for all y e R" 1.

Proof. See Appendix A. ]
Define a projected A-spherical cap ) of X as

(2.5) Vi={yeR" ' |y=y(z),zcX}.

Relationships of Sg’l, X, Y, q, u, and ¥ (u) are illustrated in Figure 1. The tangent
space of Sg‘_l at ¢ in M inner-product is {Qj_y—kq ’ yE R"‘l} CR"™. For any = € Sg_l,
since [q, Q1] is M-orthonormal,

_QLQ[Muz+qq"Ma x

2.6 x = .
X 3
1 / :fékl “‘.Il: / ,”
I / y . S
'y ®q
I' (5%
'l * P(uy)
(a) 2D case (b) 3D case

Fi1G. 1. Relationships ongfl, X, Y, q, u1, and ¥(u1). Note: color appears only in the online
article.
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Therefore, Q1 v(x) + ¢ is a projection of x € X onto the tangent space at g. The

operator ¥ maps a point x € X to the coordinates of its projection in the tangent

space with the basis . The operator )1 ) + ¢ is a projection of A’ from the origin.
Let ¢: R* !+ R be defined by

y" By +2y"b+ Rq(q)
[yl +1

(2.7) #(y) :==Ra(Qry+q) =

i

where B = QTAQ, and b = Q] Aq. It is obvious that ¢ is a smooth function.
A connection between Rayleigh quotient Rq(-) and auxiliary function ¢(-) can be
established as follows.

PROPOSITION 2.1. Let x € S~ and y=1(x). Then

(2.8) Ra(z) = ¢(y)-

Proof. The result is a direct consequence of the identities

Raq(z) =Rq(¢'(y)) =Ra(Qry + q) = ¢(y),

where we use Lemma 2.1, the homogeneity of the Rayleigh quotient, and (2.7), re-
spectively. ]

An auxiliary problem of the eigenvalue problem (2.1) is defined by

(2.9) min ¢(y).

In the rest of this section, we will show that if Rq(q) is chosen sufficiently close to Ap,
the region ) is convex and the auxiliary function ¢ is strongly convex on ). Con-
sequently, by the theory of convex optimization concerning existence and uniqueness
of the solution (for example see [22, Thm. 2.4]), and properties of ¥ in Lemma 2.1,
we can conclude that the auxiliary problem (2.9) has a unique minimizer y., and the
eigenvector u; of the eigenvalue problem (2.1) is given by u; =¥ (y.).

2.2. Convexity of Y and ¢. First, we recall the following lemma from Notay
[23, Lem. 3.1].

LEMMA 2.2. Let A be a real symmetric n X n matrixz with eigenvalues A1 < Ay <
- < Ap. For any vector u with norm unity,

min 2" Az > A\ + Ao —u' Au.
zLlu,|z||=1

By Lemma 2.2, it is easy to see that for a symmetric matrix pair (A, M) with
eigenvalues A1 < A\p < --- < )\, and an M-orthonormal matrix [¢, @], if Rq(q) <
()\1 + )\2)/2, then

(2.10) Amin(B) > A1 + A2 — Ra(q) > Ra(q),

where B=Q1 AQ, .
The following result shows that the region ) defined in (2.5) is convex.
THEOREM 2.1. Under the condition (2.2), i.e., A1 <Rq(q) < (A1 + A2)/2,

1. ¢(y) <Rq(q) if and only if y€ Y;
2. the set') is convex.
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Proof. For item 1, let x =1 (y), by the definitions of X and Y in (2.3) and (2.5)
and Proposition 2.1, we have

#(y) <Rq(q) <= Rq(z) <Rq(q) <= z2€X < ye ).
For item 2, we consider an equivalent definition of J:

Y={yeR" " |¢(y) <Rq(q)}.

Combining the estimation of eigenvalues of B in (2.10) and the assumption (2.2), we
have

Amin(B) - Rq(q) Z )‘1 + A2 - QRQ((]) > 07
which means that B — Rq(g)I is a symmetric positive definite matrix. Since

TBy+2y"b+ R,
$(y) <Ra(q) = L= yTz 1 a9) <Rq(q)

< y"(B—Ra(g))y+2y"b<0
— (y+2)"(B—Rq(q)I)(y+2) <z"(B—Ra(q)])z,

where z = (B — Rq(q)I)~b, we know that ) is a closed ball in (B — Rq(q)I) inner-
product with center (—z) and radius (2" (B — Rq(q)[)z)l/z. Therefore, ) is a convex
set. a

Next we show that the auxiliary function ¢ is convex on ) by proving that ¢ is
a strongly convex function satisfying the second-order characterization (1.5).

THEOREM 2.2. Given a vector q for the auziliary problem (2.9), let Q1 be an
M -orthonormal basis of q’s M-orthogonal complement, and B = QIAQL. For any
(n—1) x (n—1) symmetric positive definite matriz P, let

—_ %frﬂax ( A2 + M )1/2 >0
>\1 Emin Q(AQ - )‘1) ’

(2.11) Yp

where Emin and Emax are the smallest and largest eigenvalues of P~ B, respectively.
Suppose that the Rayleigh quotient of q satisfies

Ay — Ay

24+ xp

(2.12) A <Ra(q) < A\ +

Then the second-order characterization of the convexity of ¢ in the auziliary problem
(2.13) ppP <V2¢(y) < LpP

holds for all y € Y, where

2
W) (1 _A L BAr) ) - A1)> >0,

2.14 =26min | 1 —
(2.14a) pp=2¢ < N "

(2.14D) Lp =26 (1 - X Enin g m) .
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For the proof of Theorem 2.2, we note that for any y € R*~!, the Hessian of ¢ is
given by
2

(215) V) =y (B 6w - (Vo) - VelwT).

By the lower bound of Ayin(B) established in (2.10) and the upper bound of ¢(y)
given in Theorem 2.1, we know that the matrix B — ¢(y)I is positive definite. The

following lemma provides bounds of the term y(V¢(y)) + Vo(y)y'.
LEMMA 2.3. Under the condition (2.2), for any y € Y, relationships

2
(2.16) I?fﬁﬂﬁ'z (1"2(§if?>nAl)>
and
(2.17) X B=VoW)y" +y(Véw)' =x,B
hold, where
_ 1/2
. o= M=) s g
Proof. See Appendix B. ]

Proof of Theorem 2.2. First, we prove the positive definiteness of the matrix
B — ¢(y)I in P inner-product. In fact, by ¢(y) <Raq(g), we have

sT(B—¢(y)I)s

—1 )\1
sg]lRé:)El ||S||?—_> S (1 - ¢<y))‘max(3)>§max S (1 - x)gmaxa
s (B—o(y))s - Ra(q)
BT 2 (B 2 (1= 35 T )

where we use Apax(B) < A, and Amin(B) > A1 + A2 — Rq(g) in (2.10). Since Rq(q) <
(A1 + A2)/2, we have

Rq(q) _ M e+ AM)Ralg) —A) M n 2(Ra(g) — A1)

o _ A <1.
A+A2—Ra(g) A2 Ae(AM+A2—Ra(g) ~ A A2

Consequently, the positive definiteness of B—¢(y)I is verified by the following bounds:

<1 M 2(Ra(g) =)
A2

(2.19) ;

A
> fminp j B - ¢(y)l j (1 - Ail)gmaxp
Second, by Lemma 2.3 and the definition of &,,.x, we immediately have

(2'20) _ngmaxP j _X.OB j V¢<y)yT + y(v¢(y))T j XgB j ngmaxP;

where x4 is defined in (2.18). Combining (2.15), (2.19), and (2.20), we know the
following bounds for the Hessian V2¢(y):

2&min A1 Q(RQ(Q) - /\1) qumax 2 28 max A1
— (1 — — — — &= P<V <——(1-— P.
||yu2+1( X A2 Eumin RNV ||y\|2+1( )
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Note that

Yp= Xg >\2£max
(Ra(g) = AM)émin

Therefore, we have the coefficient Lp of an upper bound of V2¢(y):

2max >\
o (10

M XPgmin
2max ([ M - M b N
WP+ 2 Xg) < Lmax (1 + (Ra(q) A1)> Lp

)\n A2€max

On the other hand, by Lemma 2.3 again, we have the coefficient pup of a lower bound

of V2¢(y):

2fmin <1 o )\1 _ 2(Rq(Q) - )‘1) _ ngmax)

lyll* +1 A2 A2 Emin
2
2(Ra(q) — M) A 2+ xp)Ralg) —A)
Z 2€min (1 - AQ — )\1 ) <]- - )\72 - AQ > = UPp. |:|

We have the following two corollaries of Theorem 2.2.

COROLLARY 2.1. Up to the first-order of Rq(q) — A1, up and Lp are

pp = 26min (1 - i—;) +O(Ra(g) = M) and  Lp =2%max (1~ j—l) +O(Ra(g) — A1).

The condition number kp = Lp/up of the auziliary function is given by

LP 1_>\1/An
lipzszg

—— U L O(Ra(g) — M),
s =/ (Ra(g) — M)

where te = Emax/Emin. When the standard inner-product is applied, i.e., P =1, by the
estimation of the smallest eigenvalue of B in (2.10), we have

A= ML ORa(g) - M).

e

Proof. The proof is shown by a direct expansion of pp and Lp from (2.14) in
terms of Rq(q) — A1. |

COROLLARY 2.2. Under condition (2.12), for any y €Y,

(221) 8(y) ~ 9lu) < Ly~ el

Reversely, for any y € R" ™1, the relationship y € Y holds if

(222) Iy~ y.p < 2RAD =)
Lp

Proof. See Appendix C. 0

2.3. Implicit convexity of eigenvalue problem. The main result on implicit
convexity of the eigenvalue problem (2.1) is stated in the following theorem.
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THEOREM 2.3. Given a positive definite matriz pair (A, M) with a simple smallest
eigenvalue, i.e., 0 < A1 < Ao, suppose the Rayleigh quotient of q satisfies

(223) A < Rq(q) <A+

where x p is defined in (2.11); then
1. the region Y defined in (2.5) is a convex set;
2. the auziliary function ¢ defined in (2.7) is convez in Y with P inner-product;
3. the auxiliary problem (2.9) has a unique minimizer y.;
4. the eigenvector uy of the eigenvalue problem (2.1) is given by u; = ¥T(y.).

Proof. The first two items have been proved in Theorems 2.1 and 2.2. For item
3, according to the theory of existence and uniqueness of an optimizer for convex
optimization [22, Thm. 2.4], the auxiliary problem (2.9) has a unique solution y, =
Y(x4). For item 4, let yu. = 1(u1), by u3 € X and the connection of the auxiliary
function and Rayleigh quotient in Proposition 2.1,

P(yx) < d(ysx) = Ra(u1) < Ra(zs) = d(yx),

which implies 4» = %« = ¥(u;). The theorem is proved by u; = T ((uy)) =
DT (ys)- 0

3. LONAG descent methods for convex optimization. In this section, we
discuss the following general convex optimization problem:

(3.1) min ¢(y),

yey

where ¢(y) is a smooth strongly convex function defined on a convex set ). Similarly
to Proposition 1.1, we use (-,-) and ||-|| to denote a general inner-product and norm,
such as P inner-product and P norm. Following the presentation in [17], we will review
some results about NAG methods with a dynamical system analogy first proposed in
[36]. Then, we propose a new discretization scheme and analyze its convergence.

3.1. NAG methods with a dynamical system analogy. Consider the fol-
lowing first-order dynamical system of (y(t), s(t)):

(3.2a) — =s(t) —y(),

(3.2b)

with initial conditions y(0) = yo and s(0) = sg, where t > 0, ¢ and p satisfy (1.3).
To establish a connection between solution of the optimization problem (3.1) and the
dynamical system (3.2), let us consider the following so-called Lyapunov function:

(3.3) L) = #(y(®) — $(y) + Slls®) =y > =0,

where y, is the unique minimizer of (3.1). Note that £(¢) > 0. It is shown in
[17, Lem. 2] that the Lyapunov function exponentially decays:
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(3.4) L(t) <e 'L(0).
Combining (3.3) and (3.4), we know

Jim 6(y(t)) — ¢(y.) < lim L(t) =0.
Consequently, y(t) — yx as t — 0o since y, is the unique minimizer.

There are a number of discretization schemes for the dynamical system (3.2)
[17, 18, 26, 33, 36]. To balance efficiency and stability, we have chosen the following
corrected semi-implicit scheme from [17, egs. (96-97)]. Given initial (so,yo) € (V,)),
w and L as defined in (1.3), step size 7 > 0, the corrected semi-implicit scheme

generates the iterates (sg,yx) for k=0,1,2,..., by the recursions
(3.52) D=V — o~
T
s -5 1
(3.5b) SR = (G - s1) — Vo),
T Iz
e _ 1 _
(3.5¢) update yy1 satisfying ¢(yx11) < (7)) — i||v¢(yk)”2

When the first-order characterization (1.3) of the convexity of ¢ holds globally, a
popular choice for yi11 in step (3.5¢) is the following gradient step [20, eq. (2.2.19)]:

_ 1 _
Yk+1 =Y — zvéb(yk)-

The following theorem from [17, Thm. 7] proves a convergence rate of the scheme
(3.5).

THEOREM 3.1 (see [17, Thm. 7]). Let yo € Y and so € Y be initials and 7 >0 be
a step size of the corrected semi-implicit scheme (3.5). Assume that
e the step size T satisfies 0 < 7 < k™ '/2, where kK = L/u, and p and L are as
defined in (1.3);
o all iterates (sg,yx) lie in Y.
Then

(36) Lo <(=7)Lx, where Ly=olu) — ous) + 5 s — sl

By the inequality (3.6), the convergence of discrete Lyapounov function £y implies
the convergence of yj, to y,. Taking an optimal step size as 7 = k£~ 1/2, an acceleration
is achieved by improving the rate of convergence from 1 — 2(x + 1)~! of gradient
methods [20, Thm. 2.1.15] to 1 — x~1/2.

3.2. LONAG scheme and convergence analysis. There are two issues with
the corrected semi-implicit scheme (3.5): there is no guarantee for a monotonically
decreasing property of ¢(yx), which actually may fluctuate [27], and assumptions
about all iterates (sg,yx) in Y are necessary for proving convergence. In this part, we
propose a new scheme to guarantee ¢(yy) decreasing monotonically and analyze its
convergence with conditions only about initial values (s, o).

Given initials (so,%0) € (V,Y), u and L as defined in (1.3), step size 7 > 0, we
propose to replace the update (3.5¢) with a locally optimal correction, and generate
(sk,yx) for k=0,1,2,..., by the recursions
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(3.7a) Y ; P — 5 — Yk

s —s _ 1 _
(3.7b) = (g ) o Vo),
(3.7¢) Yh+1 = arg min o(y)-

yespan{yr,¥,,Vo(Ty)}

The update (3.7¢) for yj11 is inspired by LOPCG [13]. Since the scheme (3.7) is a
combination of a locally optimal step and an NAG flow, we name it LONAG. The
following result states the monotonicity of the function values ¢(y).

PROPOSITION 3.1. The iterates {yg+1} from the LONAG (3.7) satisfy

A(Yr+1) < B(yr) < -+ < d(yo)-

Proof. The result is a direct consequence of the locally optimal step (3.7¢). O

Remark 3.1. As a consequence of Proposition 3.1, when the level set property
{y|o(y) <é(yo)} C Y holds with a proper choice of the initial yo, the locally optimal
step (3.7¢) is equivalent to

Ye+1 = arg min (y).
yeYnspan{yk,y,Vé(yy)}

For the convergence of the LONAG, we would like to use the convergence of
the corrected semi-implicit scheme (3.5) in Theorem 3.1. The challenge arises from
the absence of prior assumptions on containment of iterates (sg,yx). However, we
know that once the convergence of L is proved as (3.6), iterates y, and s cannot
be too far from the minimizer y,. Fortunately, the following theorem shows that we
can prove these two properties, i.e., containment and convergence, recursively when
initials (yo, so) and step size 7 are properly selected.

2THEOREM 3.2. Given L and p defined in (1.3). Let Lo = ¢(yo) — d(y«) + 5|50 —
y«|* and

(3.8) Ry =(2Lo/p)"? and Ro=max{2R,(1+7k)Ry}.
Assume that initials (so,yo) satisfy
(3.9) so€Br, and {y|é(y) <o(yo)} CBr, CBr, CY,

where Br is a closed ball with center y., the unique optimizer of (3.1), and radius R:

Br:={yllly—y.| <R}.

If the step size T satisfies 0 < T < k=2, where k = L/, then iterates (sy,yx) with
k>0 generated by LONAG (3.7) satisfy

(a) Ui, € Br, Yk+1 € Br,;

(b) yr+1 satisfies the sufficient decrease property (3.5¢);

(¢) Lxy1 < (1 —7)Ly, where Ly, is defined in (3.6);

(d) Sk+1 € BRl-
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Proof. The conclusions will be proved recursively. Let us assume that both y
and sy are in Bg,, which are satisfied if £k =0. Then by (3.7a) and ||V (y.)| =0, we
have

= _ Yk + TSk
Yk 1+7 1471

IVo@) = IVo(Gk) — Voy)ll < LI[Gx — yll < LRy

According to the recurrence of sgy1 in (3.7b), we have

€ Bgr, and
(3.10) f

_ T _
[sk+1 =yl = [[(1 = T)s% + 77, — ;Wb(yk) — Y|
_ T _
=11 = 7)(sk = ys) +T(Fg — ys) — ;Wﬁ(yk)ll
_ T _
S (X =7)lIsk = yall + 77y — yall + ;HW(%)II
S(I—T)Rl + 7Ry +7kR1 < Ro,

where for the second inequality, we use the inequality (3.10) and x = L/u, and for the
last inequality we use (3.8). Therefore, sxy1 € Br, C Y.

Now according to the monotonically decreasing property in Proposition 3.1, we
know that

(3.11) O(Yr+1) < d(yr) < d(vo)-

Therefore, by containment property (3.9), yx+1 € Br, is true.
We can also show that y;+1 of LONAG satisfies the sufficient decrease of ¢(yy)
in the corrected semi-implicit scheme (3.5¢). Let

1
Y =Y — ZVQS@’“) € span{yx, 5, Vo(Ji,) }-

First, since 7, € Bg,, by (3.10), we have

N _ 1 .
19k — el < [T — vl + ZHV¢(3/I<:)” <2R; < Ry,

which means y, € Bag, C Bg, CY. Now using (1.3), we have

Bl 1) < 6(0) < O + (V). B~ T + 5 I — Tl

(3.12) - 1 o - - 1 o,
=) = ZIVO@LI™ + 5 IVo@)II° = 0(mk) — 5 IVe@)II7,
where the first inequality comes from the locally optimal step (3.7¢) and the second
inequality comes from the first-order characterization (1.3).

Thus we have proved that ¥, yx+1 € Br, C Y, Sk+1 € Br, C YV, and yi41 of
LONAG satisfies the sufficient decrease of ¢(y;1) in (3.5¢). Now we are ready to apply
the convergence of the corrected semi-implicit scheme in Theorem 3.1 to obtain

(3.13)  Liy1=(Wk+1) — ¢y«) + §”5k+1 —plP<A-1)Le < S (1= 1)L

Note that ¢(yg+1) — d(y«) > 0 always holds since y, is the minimizer of ¢. Therefore,
we have
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1 1
§H5k+1 —ye|? < O(yhs1) — d(ys) + §||5k+1 — yu|l* = Li11 < Lo,

which implies that s;y1 € Br,. This completes the proof. |

Remark 3.2. Let us highlight a major difference between Theorems 3.1 and 3.2.
In Theorem 3.1, iterates (sk,yx) are assumed to lie within ), which is a domain
where ¢ satisfies the first-order characterization (1.3). However, for the auxiliary
problem (2.9), the objective function is locally convex with respect to the choice of
q, an approximate eigenvector of u;. There is no prior assumption about locations
of iterates (s,yr). In this scenario, we need to prove a containment similar to (3.9),
which is inspired by the work of Park, Salgado, and Wise [27] on a preconditioned
NAG method for solving semilinear partial differential equations.

By the monotonical decrease property in Proposition 3.1 and convergence in The-
orem 3.2, we have the following results on the convergence of the LONAG scheme.

THEOREM 3.3. With the assumptions of Theorem 3.2, the sequence {yy} generated
by LONAG (3.7) satisfies that

(3.14) A(yr) < d(yp—1) < - < d(yo)
and
(3.15) D(yr) — d(ys) < (1 —7)" Lo,

where 0 < 7 < k™2, y, is the minimizer of (3.1), and Lo = ¢(yo) —d(y«)+ 4| s0—ys .

It is clear that LONAG, similarly to the corrected semi-implicit scheme in Theo-
rem 3.1, achieves an acceleration by improving the rate of convergence to 1 — x~/2,

4. EIC: A symmetric eigensolver based on implicit convexity. In this
section, we propose an algorithm for solving the original eigenvalue problem (2.1) by
transforming LONAG (3.7) for the auxiliary function (2.9) on Y onto X. The new
algorithm is called EIC. In addition, we will discuss convergence of EIC and needs of
preconditioning.

4.1. EIC. Let us return to the auxiliary problem (2.9). As shown in Theorem
2.3, the auxiliary problem (2.9) is a locally convex optimization problem, and we can
apply LONAG (3.7) for solving (2.9). With initials (so,y0) € (¥,Y), LONAG (3.7)
generates iterates (sg,yx) by the following recursions:

_ Yk + TSk
4.1 =
( a) Yi 1 g )
-
(4.1b) Spp1=1—7)sk + 77, — ;V(b@k),
(4.1¢) Yrt1 = arg min o(y),

yeYnspan{yr, Y,V o(Ti)}

where the step size 7 satisfies 0 < 7 < k™12, k = L/u, p and L are convexity

parameters of ¢(y) defined in Theorem 2.2 with P =1.

In (4.1), we solve the auxiliary problem (2.9) on ), and assume that @, is ex-
plicitly available. This is impractical since using @) is too expensive. To circumvent
@1, we propose a scheme by transforming computation on ) into X without using
@1 . To do so, for k >0, denote

(4.2) 2=V (sk), ze=2"(y), T =01 (@),
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where the operator ¢ is defined as in (2.4). By Lemma 2.1, it is clear that
Zk, Tk, T € X.

The following proposition, which can be easily verified, shows that the explicit
reference to Q| can be avoided after applying ¥ due to the relationship ) = (X))
established in Lemma 2.1.

PROPOSITION 4.1. Let [q,Q,1] be M-orthonormal. For any x € R",

g+ —qq" M)z

QT Mz) = :
w(QL 17) H(]+(I—CICITM)$||M

The gradients of ¢(-) and Rq(-) are connected by

T X
Vo (¢(z)) = %-

Now let us reveal expressions of Ty, zx41, k1 without explicit reference to @ .
First, for @, by Proposition 4.1 and the definition of ¥ in (2.4),

W s - () e ()

_ ot TM( Tk n TZ )
v ( MM T T M)
_ 1 T n TZ)
S om \¢" Mz, ¢"Mz,)’
where 77 ensures || Ty = 1.

Next, consider zx41. According to the definition of % in (2.4), and using Propo-
sition 4.1 and 2,1 =¥ (sp41), we have

2t =01 (3141) =61 (1= P)si + 750 = (/W) V6 (T )

TMz
_1/JT< 1 — 7)Y (z) + 70(Tk) — g Mzy) k)QITk)
*dJT —|— )Zk TTk B T(qTMfk)Mflf'k)
TMZk q" Mz, %
(4.4) (1-—71 zk T 7(q" M=) (I — qq" M)M 11y,
' ’72 q" Mz, TMfk M 7

where r, = VRq(ZTx) = Q(Afk — Rq(fk)Mfk) and 79 ensures ||zk41]|p = 1.
Finally for 1, consider the local optimization problem (4.1c),

Yk+1 = argmin ¢(y),
yEVy

where Vy =Y Nspan{yk, Ji, VO(7,) }- Let
VX =XnN Span{q7 Ty Tk M_lv:R'Q(Ek)}
Then from the connection between gradients in Proposition 4.1, we know

»(Vx) CVy and ¥'(Vy)C Va,
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which means ¥(Vx) = Vy. Now consider the following local optimization problem
on X:
x, = argmin Rq(x).
TxEVx

By the minimization property of z, and yiy1, and Proposition 2.1, we have

Rq(z.) <Ra(¥! (yrs1)) = d(yrs1) < ¢(¢(2.)) =Ra(z.).

Due to the uniqueness of x, and yx41, we obtain

(4.5) 2p41 =1 (ye41) = z. = argmin Rq(z).
TxEVx
Combining (4.3)—(4.5), we derive an equivalent iteration of (4.1) with all compu-
tations on X. The recursions (4.3)—(4.5) with initials zg,xz9 € X are called EIC.
4.2. Convergence analysis of EIC.

THEOREM 4.1. Given a positive definite matriz pair (A, M) with a simple smallest
eigenvalue A1, i.e., 0 < A1 < Ag, assume that the initial vector zg = xo € X of FIC is
chosen such that

(46) 0 < Rq(l‘o) - )\1 <

max{8n 2;(1 + TH)Q} (Ra(q) — A1),

where Rq(q) satisfies the condition (2.23), and q is the vector in (2.2) to define the
auxiliary problem (2.9), k = L/u, p and L are convexity parameters of ¢(y) defined
in Theorem 2.2 with P = 1. If the step size satisfies 0 <1 <k~ /2, then the Rayleigh
quotient sequence of xy generated by FIC satisfies

(4.7) Rq(zr) <Rq(zg—1) <--- <Rq(zo)
and
(4.8) Ra(zr) — M < 2(1 —7)*(Ra(zo) — M1).

Proof. The proof is based on the verification of all conditions of Theorem 3.2.
Details are presented in Appendix D. 0

Combining the convergence analysis of EIC in Theorem 4.1 with the estimation
for the condition number of the auxiliary function in Corollary 2.1, neglecting the
term O(Rq(q) — A1), the rate of convergence of EIC is

Ao — Ay 172\ F
(19) Rafion) —hr <2(1- (323" (Rafan) 1)
Compared with the convergence rate of the steepest descent method [11, Thm. 2.1],

Ao — A\
An— M1
EIC achieves an acceleration by improving the exponent of 2 ’\1 from 1 to 1/2.
However, the bound (4.9) is not satisfactory in practice. When the relative spectral
gap i\i!)\\i is small, such as the relative spectral gap O(h?) of the discrete Laplacian
operator A" where h is mesh size, the convergence rate of EIC is close to 1, which
leads to slow convergence of EIC. Meanwhile, we observe that in Corollary 2.1, the
condition number kp will be improved to Aa/(A2 — A1) when P is a good spectral
approximation of B such that the ratio ¢¢ defined in (2.2) is close to 1, which leads to
fast convergence of EIC. In the next section, we will derive a preconditioning technique
in EIC to improve the condition number xp by using a properly chosen preconditioner
P. The resulting algorithm is called EPIC.

k
tan O (xg,uy) < (1— )tan@(xo,ul),
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5. EPIC. Let us again start with the auxiliary problem (2.9) on ). Given a
symmetric positive definite matrix P and initials so and yo in Y, LONAG (4.1) in P
inner-product is as follows:

_ Yk + TP Sk
5.1 =
( a) Yk 1+7p ’
T _ —
(5.1b) Sk+1 = (1 - TP)Sk + TPy, — ﬂiI;’P 1v¢(yk)7
(5.1c) Yrr1 = arg min o(y),

yeYnspan{y,¥,,P~1Ve(F)}

where the step size 7p satisfies 0 < 7p < /1;1/2, kp = Lp/up, up and Lp are
convexity parameters of ¢(y) defined in Theorem 2.2. In [27], such a strategy is
called preconditioning since the level sets of objective ¢ look more circular when a
good P is applied. Throughout this section, we will also call P as a preconditioner
and the scheme (5.1) as a preconditioned LONAG.

Similarly to subsection 4.1, we would like to compute the preconditioned LONAG
flow (5.1) on X. Recall variables defined in (4.2) as

2= (s1), 2x =9 (), T =01 (@)
By the identity (4.3), Ty can be updated as
_ 1 Tg TPZk
5.2 T = — ( + ) )
(5:2) m\q"Mzy,  q" Mz,
where 77 ensures || Tl = 1.
For zgy1, similar to the identity (4.4), we know

1 ((177’1))2’]C TPpTk _Tp(qTMTk)(IquTM)QLP71 I’I"k)

AT T M, q" Mz, pp
(5.3) _ 1 ( (1—7p)z TPTk p(q¢"M71)Q  P~1 Irk>
. MmN\ qT Mz q" Mz, P ’
where 75 ensures ||zx+1/|a =1 and
(54) T = VRq(fk) = Q(Afk - Rq(fk)Mfk)

Note that computation for the vector zxy; of (5.3) is unattainable due to the term
Q1P 'QT 7y involving Q. To circumvent @, we introduce a symmetric positive
definite copreconditioner T' of P, where T' € R™*™ and enforce the form of P as

(5.5) P=Q1TQ..

The following lemma shows that the term QP! Irk can be computed without
explicit reference to @ .

LEMMA 5.1. Suppose T is symmetric positive definite and P = Q[TQ, . Then
for any z e R™,

(5.6) QLP'QT =TT "2,

where 11 is a complementation of the oblique projector gq' M/(q" M§q) defined as
~ T
qq M

5.7 II=7I- —,

(5.7) TG

and §=T"'Mg.
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Proof. Since [q,Q] is M-orthonormal, it is sufficient to prove

(5.8) @' M(Q P 'Q12)=¢"MIT 'z,
(5.9) QIM(Q P 'Ql2)=Q MIT 2.
For (5.8), the left side is zero due to the M-orthogonality of [¢, @], and the right

side is also zero due to II"Mq=0.
For (5.9), multiplying P on both sides, it is sufficient to prove

~ T
T T qq M\, 4
=P M(I— ~>T .

By P:QITQJ_ and II" Mg =0, we have

PQTMIT 2=Q'TQ. QT MIUT 2 =QT(I —q¢" M)IIT 12

2Tq _
=Qlz~ FRQITT ' Mq=Q]z,

which means (5.9) holds. Then the lemma is proved by the identities (5.8) and
(5.9). O

By Lemma 5.1, the updating formula (5.3) can be rewritten as

1 ((1Tp)zk TPk Tp(qTMfEk)’Fk)

5.10 = — _
(5.10) =, UM, q" M7y, wp

where 7, = QL P~1QT rp = T~ 11y, T is defined in (5.7), and 7 ensures || zx41/|ar = 1.
Finally, for the vector zj41, let us consider the local optimization problem

Yr+1 = argmin ¢(y),
yEVy

where
Vy =Y Nspan{ys, 7y, P~ Vo (7))}
First by Proposition 4.1 and (5.4), we have

P‘1V¢(y )_ P_lQIVRq(fk) . p1 I_Tk
e =

VIHIGR Vit

Combining the above equation with Lemma 5.1 and (2.4), we have

span{q, " (P~'Vo(yy)) } =span{q, QL P~'V¢(¥,)} = span{q, 7% }.

Using the same arguments as (4.5), let

Va =X Nspan{q, oy, Tp, Tk }.
We know 9 (Vy) =Vy and the expression of x4 is

(5.11) T =T (Yryr) = arg glin Raq(z).
zeVx

Combining (5.2), (5.3), and (5.11), we have a preconditioned LONAG on X out-
lined in Algorithm 1, which is called EPIC.
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Algorithm 1: EPIC.

Input: Matrices A, M, a vector ¢, a preconditioner 7', an initial vector x,
and parameters 0 < up < Lp.

1 Compute Tq¢ = Mgq for ¢ and 7p = \/up/Lp;

2 Set zg = x¢ and o = Yo = ¢ Mxg;

3 for k=0,1,2,...,do

4

x TpZ
Compute Ty = L ANE k;
a Tk
Normalize Ty by Ty = jk/HEk”M;
6 Compute By = ¢" M7y, pr. = Rq(ZTx) and 7, = 2(AT), — pp MTy);
7 Compute 7, = HT " 1ry,, where II = T — g?;%;
1—7p)z TPT, Tp BT
8 ComputezkH:( P)kJr Pk Pﬂkk;
Vi Bk pp
9 Normalize zg41 by zp+1 = 2kt+1/l| 264101
10 Compute Yry1 = q' Mzpy1;
11 Solve a local optimization problem zj 1 = arg min Rq(z);
rzeXNspan{q,zy ,Tk,Tk }
12 Compute oy = q' Mxjyq;
13 end

Remark 5.1. According to Stewart’s analysis of oblique projectors in [35], the
cancellation may happen during computing the complementation II. A remedy is to
repeat the process, which is called recomplementation.

Each iteration of EPIC involves one matrix-vector multiplication of A for com-
puting the residual vector ry = 2(AZTy — ppr M%), one preconditioned linear system
T~ 17y, and one Rayleigh-Ritz procedure. The main difference with LOPCG is that
the Rayleigh—Ritz procedure of LOPCG is carried out in a three-dimensional subspace
while EPIC is in a four-dimensional subspace. When taking matrix-vector multiplica-
tions of M into account, as M ¢ can be computed in advance, we only need to compute
two M-orthogonalizations, i.e., T and zx11, and one M matrix-vector multiplication
for residual vector 7, while LOPCG only needs one matrix-vector multiplication.
Since the main cost comes from the preconditioned linear systems and matrix-vector
multiplications of A, the cost of EPIC and LOPCG are essentially the same.

5.1. Convergence analysis of EPIC. Similarly to Theorem 4.1, we can es-
tablish the convergence of EPIC as follows.

THEOREM 5.1. Given a positive definite matriz pair (A, M) with a simple smallest
etgenvalue A1, i.e., 0 < A1 < A9, assume that the initial vector zo =xg € X of EPIC is
chosen such that

1

max{&‘{p7 2kp(1+TpKp)
where Rq(q) satisfies the condition (2.23), and q is the vector in (2.2) to define the
auziliary problem (2.9), kp = Lp/up, pp and Lp are convexity parameters of ¢(y)

defined in Theorem 2.2. If the step size Tp satisfies 0 < 1p < /@;1/2, then the Rayleigh
quotient sequence of xy generated by EPIC (Algorithm 1) satisfies

(5.12) Ra(zx) <Rg(xg—1) <--- <Rq(zo)

0 <Rq(zg) — A1 <

7 (Ra(q) — A1),
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and
(5.13) Ra(zr) — M <2(1 —7p)" (Ra(zo) — A1).

The proof of Theorem 5.1 is analogous to the proof of Theorem 4.1. The only
difference is replacing the standard inner-product by P inner-product.

Now let us discuss the quantification of the quality of preconditioner P and co-
preconditioner T'. First, from practical viewpoints, the linear system Tz = b should
be easy to solve. From theoretical viewpoints, based on the convergence of EPIC in
(5.15), the ratio ¢ should be close to 1. Since
Le 1= gmax — )\max(P_lB) < Vmax — )\max(T_lA) p—
¢ gmin Amin(PilB) - Vmin Amin(TilA) . v
the copreconditioner T' should be chosen as a good spectral approximation of A, i.e.,
1, is close to 1. As a by-product, a good preconditioner P (therefore, the coprecondi-
tioner T') enlarges the permissible region for the choice of ¢, since the requirement of
Rq(g) in (2.12) is

(5.14)

Ao — A 8\ Ao+ A 1/2
A1 <Rq(q) <A1 + 2 ! 2<2 2 1)) Le

., where ===
2+ xp where xe A \2(A2 — N

According to (5.14), we know ¢g < ¢,. Thus, when T is a good preconditioner for
A, i.e., 1, is close to 1, the parameter xp will be significantly contracted, and the
permissible region for Rq(g) is enlarged. However, even taking t¢ = ¢, = 1, the
region is still very limited, which is even smaller than the condition Rq(zg) < Ay from
Knyazev and Neymeyr [15].

To end this section, let us compare the convergence rate of EPIC with other
methods. Neglecting the term O(Rq(g) — A1) of up and Lp in Corollary 2.1, the rate
of convergence of EPIC is
& 1=X1/An
(5.15)  Rq(zx) — A <2(1 = )" (Ra(wo) — A1), where 7, = ————.

Ll,(l — )\1/)\2)
Clearly, the bound (5.15) is better than the following sharp estimation for the pre-
conditioned inverse iteration in [2]*:

Rq(zr41) — M1 2Ra(zr) — A\
A2 — Ra(wg+1) A2 —Ra(zy)’
since the exponent of 7, is 1/2 rather than 1. For LOPCG, Knyazev conjectured the

following rate of convergence in [13, eq. (5.5)], which is essentially same as our result
(5.15):

S (l_nu)

Ra(zpe) =M _ (1_ 2y )2RCI(33k)_)\1
Ao — Rq(zps1) — 14+ m/ A2 —Ra(zy)’
To the best of our knowledge, a proof of upper bound (5.16) is elusive so far.
Recently, a provable accelerated eigensolver with preconditioning named RAP
is proposed in [32]. The RAP achieves an acceleration similar to (5.15), but the
analysis is different. For RAP, due to the operations on a manifold, precondition-
ing will significantly change problems since the objective function is modified. The
theoretical guarantee of acceleration involves additional terms, beyond 7, related
to the preconditioner T'. In contrast, EPIC benefits from the natural incorporation
of preconditioning, facilitated by the subtle structure of implicit convexity and the
transformation between the eigenvalue problem and the auxiliary problem.

(5.16)

IThe result in [2] is slightly different, where there is no A\, in 7.
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6. Numerical experiments. In this section, numerical results are presented
to support our theoretical analysis in the previous sections. In the first example, we
examine the sharpness of the convergence rate 1 — K;,l/ ? of EPIC in Theorem 5.1. Our
focus will be on the exponent —1/2 in m;l/ % In the second example, we select a set
of matrix pairs from SuiteSparse matrix collection to compare convergence behaviors

of EPIC and LOPCG.

6.1. Sharpness of the estimated convergence rate of EPIC. Following
the setting in [13, sect. 6], let

A=Diag(A,A2,...,\,) and M=1I,
where \; =w’~! for some w > 1. Then the relative spectral gap of (A, M) is

)\"*)\1 wrl -1
= >w

)\2—)\1_ w—1 =

n—2

When w > 1, the gap grows exponentially and the eigenvalue problem is ill-conditioned.
Let the preconditioner P be given by P = Q[TQ,, where ¢ is an approximation of
the eigenvector uy, the matrix [¢, Q] is M-orthonormal, and the copreconditioner T
is constructed as

T:A1/2571D718A1/2,

where S and S~! are the discrete sine transformation matrix and its inverse, which
can be implemented by the MATLAB built-in functions dst and idst, respectively,
and

D =Diag(logspace(0,10g10(:,),n)),

where ¢, > 1 is a parameter.
By variational characterizations of eigenvalues, we know that

Vmin = /\min(TilA) =1 S )\min(QIAQL7 QITQL) = )\min(PilB) = gmin7
Vmax ‘= )\max(TilA) =1y > )\max(QIAQLv QITQL) = )\max(PilB) = gmax~

Consequently, by Corollary 2.1, up to the first order of Rq(q) — A1, parameters pp
and Lp for convexity of function ¢ in Theorem 2.2 are

(6.1a) (P = 2&min (1 - ;\—;) > % +O(Ra(q) — M),
n—1 _
(6.1b) Lp =26 (1 - i—l) < % +O(Ra(q) — M)

Then, the condition number of the auxiliary function ¢ in P inner-product is

Lp whl—1 Wiy
= — = _ .
=S Lt ORa(g) — A1) = —— + O(Ra(q) = M)

For fixed w and n, neglecting the term O(Rq(q) — A1), the condition number kp is
bounded by

(6.2) b <kp< (“’) .

w—1
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Therefore, we can modify ¢, for different condition numbers kp of convex
function ¢.

Let €, = Raq(xr)— A1, where {x}} are iterates of EPIC. By the rate of convergence
of EPIC in (5.13), with initial value zy and stopping criteria e < e, we have

(6.3) ln<266*0) <mp-In(l—1p),

where mp is the iteration number of EPIC to the convergence. Therefore, when the

step size is chosen as 7p = n;1/2, by the first-order expansion of In(1 —7p) and (6.2),
we have

(64) _ln(l—Tp)%TP:ﬁgl/Qngl/?

By combining (6.3) and (6.4), the relationship between ¢, and mp should be

in(42) :

6.5 <7€°<C.1/2~1< *)
(6:5) me = —In(1—7p) ~ . 2¢0/’
where C' is an absolute constant from the approximation (6.4). With (6.5), we expect
iteration numbers of EPIC, and LOPCG based on its conjectured rate, will be at the
order of />

For numerical examples, we set n = 512 and w” ! = 10'°. The resulting eigenvalue
problem is highly ill-conditioned since the relative spectral gap is as large as

)\n — )\1 w"‘l —1

A2 — A1 w—1 = -

The vector g for the auxiliary problem is constructed as

q:77[17 (w - 1)27 HR) (w - 1)27172]1—’

where 7 ensures ||g|| = 1. In this case, the vector ¢ is super close to the eigenvector uy
since Rq(q) — A\; =2 x 1077, The initial vector of the EPIC is xy = ¢, the step size 7p
is set as Tp = Kp 2, where kp = Lp/pup, and parameters pp and Lp are selected by
dropping the first-order term of Rq(g) — A1 in (6.1). The stopping criteria are set to
when relative errors of approximate eigenvalues are less than 10714, i.e., €, = 10714 ).

The number of iterations of EPIC and LOPCG depicted in Table 1 are for pa-
rameters ¢, = (10k)? with k¥ = 1,2,...,12. These parameters represent the effective
condition numbers of auxiliary functions ¢ in the P-inner product due the bounds
(6.2). The data in Table 1 validate the theoretical linear relationship between w2
and thus the condition number xp, and iteration numbers mp in (6.5) for EPIC.
Meanwhile, we observe that such a linear relationship also holds for LOPCG.

The discrepancy in the actual number of iterations of EPIC and LOPCG is due
to the suboptimal choice of the parameters up and Lp of EPIC. It is a subject of
future study to develop an adaptive strategy to adjust these parameters to minimize
the number of the iteration of EPIC.

TABLE 1
Tteration numbers of EPIC and LOPCG with respect to the square roots of condition numbers Kp.

WP (kd? 10 20 30 40 50 60 70 80 90 100 110 120
EPIC 170 330 476 618 759 929 1074 1217 1351 1481 1612 1744
LOPCG 78 142 201 257 312 365 416 467 518 566 615 664
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TABLE 2
Iteration numbers and elapsed times.

Matrices (A, M) n LOPCG Time (s) EPIC Time (s)
2cubes_sphere 101492 82 1.8985 62 1.6748
boneS01 127224 X X 516 27.0412
Dubcova3 146689 217 7.7819 150 6.2790
finanb12 74752 74 0.9762 52 0.7907
G2_circuit 150102 18 0.4572 22 0.6808
(bcsstk09,bcsstm09) 1083 52 0.1154 52 0.1209
(bcsstk21,besstm21) 3600 97 0.2354 95 0.2487
(Kuu,Muu) 7102 49 0.2667 51 0.3166

6.2. Test matrices from the SuiteSparse matrix collection. In this part,
we compare numerical behaviors of EPIC and LOPCG with a set of test matrices
(A, M) from the SuiteSparse matrix collection [6].

The vector q is chosen as a random Gaussian vector with normalization. For both
methods, initial vectors are set to o = ¢. Since the choice of ¢ will affect the behavior
of EPIC, and the probability of a random Gaussian vector satisfying the condition in
Theorem 2.2 is extremely low, a restart strategy will be applied to EPIC. Specifically,
when |z] Mq| < 0.5, we restart EPIC with ¢ = ;. Actually, such a restart scheme
will significantly improve the behavior of EPIC in our experiments.

For the copreconditioner T', we employ the aggregation-based algebraic multigrid
preconditioner [24]. Differently from previous experiments, less attention will be paid
to the choice of u and L in EPIC. We just set u = L =6 for all test matrices.

The stopping criteria of EPIC and LOPCG are chosen as when the relative errors
of approximate eigenvalue are less than 1078, i.e., Rq(zy) — A1 <1078\, where )\ is
computed from the MATLAB built-in function eigs.

Numerical results are depicted in Table 2 and Figure 2. We can see that conver-
gence histories of EPIC and LOPCG are very close, for both the Rayleigh quotient
and the components in uy. In terms of elapsed times per iteration, EPIC is slightly
longer than LOPCG. We observe that the restart of EPIC only happens in the very
early stages.

For the test matrix boneS01, LOPCG does not converge in 1000 iterations. In
this case, EPIC outperforms LOPCG significantly. It is observed from Figure 2(b)
that the LOPCG could converge linearly. In the last 600 iterations, the convergence
rate is roughly 0.9949, which aligns closely with the theoretical result for acceleration
as

1= M/ \7?
1— ~l—-| ——— ~ 0.9945.
Vil (LV(1 AI/A2)> 0.9945

This experiment highlights that, beyond acceleration, EPIC may discover advanta-
geous pathways for achieving faster convergence.

7. Concluding remarks. We introduce the concept of implicit convexity of
symmetric eigenvalue problems. A symmetric EPIC with provable acceleration is
proposed. Numerical results verify the theoretical rate of convergence of EPIC, and
show similar rates of convergence of EPIC and LOPCG for a set of test matrices from
applications.

There are two research directions for future work. One is how to develop a
parameter-free variant similar to LOPCG, and the other one is the development of a
block version of EPIC.
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(a) 2cubes_sphere (b) bonesS01 (c) Dubcova3 (d) finanb12

(e) G2_circuit (f) besst (k/m)09 (g) besst(k/m)21 (h) (X/M)uu

F1G. 2. Convergence history of LOPCG (red) and EPIC (blue). The x-axis is the iterations
number. Solid lines are relative errors of approximate smallest eigenvalues, and dashed lines are
1-— |3:-,';Mu1|, where x and ui are both M-normalized. Restart points are marked by a circle.
Note: color appears only in the online article.

Appendix A. Proof of Lemma 2.1. For item 1: For any z, x5 € 3(7*1’ if
Y(x1) =¢(x2), we have

T X1 i)
M( _ ) —0.
CLM T arz, ~ ¢ile

By the M-orthogonality of ¢ and @ |, there exists o € R such that
Z1 T2

¢"Mzy  q"Mzy

Multiplying ¢" M on the left of both sides in the above equation, we have a =0, i.e.,
q" My
q" Mz
Then z;, = x5 is obtained by ¢" M2 >0 and ||z||a; =1 for all z € S~ 1.

For 1, if (1) = &' (), we have

aq.

Tr1 = ZI9.

QL( Y1 7 Y2 ) _ ( 1 - 1 )q
1Qiyi+qll  QLy2+4ll 1Qryz+4qll QLY +4l

Using the M-orthogonality of g and @, we know that y; =ys.
For item 2, by direct computation, for any x € S,?*l,

T Max x—qq Mz
QLQL +q gq +q
¥ . q"'Mzx . q"'Mzx .
¢ (w(x)) - Q QTM - _ TM =7,
q"Mzx M q"Mzx M

because of ¢" Mz >0 and q¢" M +Q Q1M =1.
For item 3, for any y € R"~*, by ¢ (¢(z)) =, we know

(v (W) =1 w).
Then ¢ (¢ (y)) =y is obtained by v is an injection.
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Appendix B. Proof of Lemma 2.3. For the first bound (2.16), let us begin
with an upper bound of the angle between z; and z2 € X. Suppose z; for j =1 and
2 admit decomposition on the basis of the M-orthonormal eigenvectors u;:

n n
(B.1) ;= Zcmui and ZC?J =1
i=1 i=1

Since z; € X, we have

Rq(q) > Rq(x;) = ch,j/\i > Cij)q +(1- Cij)/\Q'

i=1
Combining it with the assumption Rq(q) < (A1 + A2)/2, we know that

o> o A —Ra(g) S

1
(B2> CLj = )\2 — )\1 5,

which means for any € X, " Mu; # 0. Since X is connected on the hemisphere
S~ ' and u; € X, we have ¢ ; > 0. By the simple fact

n

- 1
;Ci,lcm =3 Z((Cu + Ci,2)2 - (012,1 + Cig))

=2
n

1 1
=73 Z(Cil +¢io) = 5(031 +ci) -1,
=2

we have the following upper bound on the angle between x; and x5 € X:

n

1
xIMacg = ;Ci,wm >cc12 + 5(031 + 03,2) -1
(c1,1+c12)? 2(Ra(q) — A1)
B.3 S TE B PN 1D P St VA VA
( ) 2 - Ao — A1 ’
where (B.2) is used in the last inequality. Note that
T
¢ M(Qry+gq 1
A myi(y) = TN =

1Qry+qlar VyTy+1

holds for all y € R"~!. Taking x; = ¢ and z = (y) in (B.3), we have

1 Tas2 2(Ra(q) — A1) 2
(M) > (12 A
Tyl M) —( Az — A )
which is the first desired bound (2.16).
For the second bound (2.17), it is sufficient to show
T
[sTVo(y)y s +5Ty(Voy)) sl <2ls"Vew)llsTyl < xgllslp

holds for any s € R»~!. We will prove

; Ra(g)(Ra(g) — )\
(B.4) |s" Vo(y)| <2[|s||s ( (T (yl2) ) ’
(B.5) |sTy| < |S\|/E;—Hly
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First, consider the bound (B.4). The gradients of Rq(z) and ¢(y) are easily
computed as follows:
VRq(z) =2(Az — Rq(z)Mz),

(B.6) Vo(y) = HyHQ% (By — é(y)y + QT Ag).

Let x = ¢f(y), and noting that B = QT AQ,, Ra(z) = ¢(y), QL.QT M +q¢"M =1,
and

™ TM M 1
g2ty D@Ly o Me L
(q"Mx)? (¢"Mz)*  (¢"Mz)?
we have
B 2 QIAQLQIM:E Rq(x)QIMx T
Vely) = Hy||2+1( Mz Mz +Q14q)
2
= T (QTAQLQTM +qq" M)z — Rq(x)QT M)
2 Q1 VRq(x)
=— QTAx—Rq(x)QTMx =
N LMa) v+
Then by the Cauchy—Schwarz inequality,
(B.7)
STV ()| = (QLs)TVRq(z)| < [1QuslalVRa(@)[la-1 _ [Is]5IVRa(@)lla-2

Vil V1+Ilyll® V1+Ilyll?

Let p=Rq(z) = ¢(y), and assuming =) " ¢;u; like (B.1), we know that
— (N —p)?
[VRa(@)3 =4 HAZL
i=1 ‘

Since z € X, we have p <Rq(q) < A2; then

AN =) _Ap—M)? - cdplp=A1) _ plp—X1)
D T R P h <

=1

where the equation is based on the fact > , c? =1 and S c2)\; = p. Combining
these two relationships above, we know
4p(p — A1)
(B.8) IVRa(z)[%-: < N
Then (B.4) is proved by p <Raq(g), (B.7), and (B.8).
For the bound (B.5), by the Cauchy—Schwarz inequality and the Courant—Fischer
minimax theorem, we have

IsllB1MQuylla— _ lslisllyl
VA VA1

Then the bound (2.17) is proved by the assumption Rq(q) < (A1 + A2)/2, (B.4), and
(B.5), and the first result in (2.16).

sTy=(QLs)"MQLy < |QusllallMQLs|a-1 <
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Appendix C. Proof of Corollary 2.2. In Theorem 2.1, it has been proved
that

Y={yeR" |\ <¢(y) <Ralq)}-

By V(y«) =0, estimation (2.21) is directly obtained from Theorem 2.2.
Now if condition (2.22) is satisfied, let D be a set for y satisfying (2.22) as

2(Ra(q) — A1) }

D .= ’ — Yx 7 S
{o[ly =i < 2242

We will show that D C Y. Otherwise, there exists a g1 € D but ¢(71) > Rq(q). Note
that ¢(y.) < Rq(g); by the intermediate value theorem and convexity of D, there
exists a ¥a € D such that ¢(z2) = Rq(q) and

2(Rq(q) — \1)

172 = ysll <1171 — y:l3 < 7
L
P

where the last inequality uses the fact 73 € D. Noticing that 7o € Y due to ¢(y2) =
Rq(q), we can obtain

- Lp ., .
D) — A < 7P||yz — | <Ralg) — M

by (2.21), which is in contradiction to ¢(y2) = Rq(q).

Appendix D. Proof of Theorem 4.1. The monotonically decreasing property
of the Rayleigh quotient sequence Rq(xy) in (4.7) is a direct consequence of the local
optimization problem (4.5).

For the convergence of the Rayleigh quotient sequence Rq(xy) in (4.8), since EIC is
equivalent to applying the LONAG (4.1) for auxiliary problem (2.9), the convergence
of EIC can be concluded by verifying that the assumption (3.9) of Theorem 3.3 is
satisfied if the initial vector z is chosen to satisfy (4.6). Therefore, for the rest of the
proof, we need to show that

(i) if the initial vector xo of EIC is chosen to satisfy (4.6), then the assumption
(3.9) of Theorem 3.2 holds, i.e.,

{yloy) <é(yo)} C Br, CBr, CY,

where Ry = (2Lo/p)'/? and Ry = max{2R;, (1 +7r)R:}.
(ii) From the decrease (3.13) of the discrete Lyapounov function £ of Theorem
3.2, we show the convergence of the Rayleigh quotient sequence {Rq(zx)} as
in (4.8).
For item (i), by Proposition 2.1, we know that Rq(zo) = ¢(yo). Therefore we need to
show that if

1
(D.1) P(yo) — A1 < max{8l€72"<5(1 +TH)2} (

Ra(q) — A1),
then the assumption (3.9) of Theorem 3.2 holds. Let us first show that

(D-2) {y1¢(y) <o(yo)} C B, -
In fact, by Theorem 2.1 and Rq(z¢) <Rq(g), we have

{yl o) <od(yo)} ={y|o(y) <Ra(zo)} € {y|d(y) <Ra(q)} = .
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Furthermore, for any y satisfying ¢(y) < &(yo), by the convexity of ¢ on ), the
first-order characterization (1.3), and Vé(y.) =0, we have

2 (o) - 9(w)) < 2.

(D.3) ly -yl < %(ay) b)) < :

which means y € Bg,. Therefore, (D.2) is proved.
For the other two relationships, i.e.,

(D4) BRl CBR2 and BR2 c),

the first one comes from R; < Rs. For the second one, noting that

Lo=d(yo) — ¢(ys) + gllyo —:l? <2(8(yo) — ¢(y)) =2(Ra(zo) — A1),
we can obtain Br, C Y by

Ra(zo) — A1 _ 2(Ra(g) — M)
I - L
and Corollary 2.2. Combining (D.2) and (D.4), we conclude (3.9).

For item (ii), since the assumption (3.9) of Theorem 3.2 holds when Rq(zo) sat-
isfies (4.6), we have the convergence of LONAG in (3.15) as

d(yr) — M < (L—1)"Lo.

L
R3 = max{8,2(1 + 7'/@)2}?0 < max{16,4(1 + 7x)?}

Combining it with Proposition 2.1, we have

Rq(x) = M1 = ¢(yx) = @) <2(1 = 7)" (Ra(zo) = M),
which is the result (4.8).
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