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ERROR ESTIMATION OF THE PAD E APPROXIMATION OF TRANSFER
FUNCTIONS VIA THE LANCZOS PROCESS *
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Abstract. Krylov subspace based moment matching algorithms, such as PV @gmoximation Via the
Lanczos process), have emerged as popular tools for efficient analyses of the impulse response in a large linear
circuit. In this work, a new derivation of the PVL algorithm is presented from the matrix point of view. This
approach simplifies the mathematical theory and derivation of the algorithm. Moreover, an explicit formulation of
the approximation error of the PVL algorithm is given. With this error expression, one may implement the PVL
algorithm that adaptively determines the number of Lanczos steps required to satisfy a prescribed error tolerance. A
number of implementation issues of the PVL algorithm and its error estimation are also addressed in this paper. A
generalization to a multiple-input-multiple-output circuit system via a block Lanczos process is also given.
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1. Introduction. In early 1990s, the AWE (Asymptotic Waveform Evaluation) algo-
rithm [25] based on Padapproximations was the method of choice for efficient analyses of
large linear systems. Its success in tackling real-world problems attracted signifigant inter-
est and spawned a substantial amount of related research and applications [6]. However, the
AWE algorithm suffers from a number of fundamental numerical limitations for high order
approximation. In the recent work of Feldman and Freund [10], a new efficient and nu-
merically stable algorithm, called the Radpproximation via the Lanczos process (PVL), is
proposed which produces more accurate results with higher-order approximations compared
with AWE and its derivatives. In [12], Gallivan, Grimme and Van Dooren also propose to use
the Lanczos process to implicitly construct the @agproximation in the AWE technique.

The idea of the Padapproximation using the Lanczos process can be traced back to a
number of fundamental papers in the numerical analysis community from 1950's to 1970's.
In particular, in the 1970's, Gragg was the first to use the Lanczos process to interpret the
Pad approximation and related continued fraction algorithms [15]. This work was further
developedin [16]. This connectionwas also discussed in [18]. In [22], a general mathematical
framework for the model reduction of a transfer function based on any tridiagonalization
process, which includes the Lanczos process, was established.

However, most discussions in the literature are concerned with the order of approxima-
tion for the Pad approximation of a transfer function. It is important in engineering applica-
tions to have an explicit formulation on the approximation error of the transfer function, [6].
Without such error estimation, it is difficult to determine the order of approximation required
(or a stopping criterion in the Lanczos process) to achieve a desired accuracy in practical
applications of the moment matching AWE or the PVL techniques.

In [20, 17], the authors derive expressions for the error in terms of residuals of the associ-
ated linear systems involved in the transfer function. These general expressions do not partic-
ularly exploit the Lanczos method used to derive the PVL approximation. As results, intrinsic
properties associated with Radpproximation and the convergence of the PVL method may
not be revealed. In this work, we present a new derivation of the PVL algorithm from a ma-
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trix point of view. With this approach, the mathematical derivation of theeRguproximation

used in the AWE and PVL techniques is significantly simplified. Moreover, the approxima-
tion error of the Pag approximation of the transfer function is explicitly given. In contrast to

the work of [20, 17], our approximation error expression transfers their formal linear system
residual based error expressions into a detailed and essentially computable expression which
explicitly reveals convergence properties of the PVL method. With this error expression, it
is possible to implement the PVL algorithm that adaptively determines the number of itera-
tive steps in the Lanczos process required in order to reduce the error to satisfy a prescribe
tolerance value. Furthermore, we have also had a further understanding of why the PVL al-
gorithm will work for a large range of frequency by increasing order of the approximation.

A number of implementation issues in the implementation of the PVL algorithm and its error
estimation are also addressed in this current work. Another advantage of this matrix approach
is its straightforward generalization to a multiple-input-multiple-output circuit system via the
block Lanczos process, which will also be given.

In Section 2, we outline the Lanczos process and its governing equations. We will also
recall some basic properties associated with a tridiagonal matrix. In Section 3, we present
a straightforward derivation of the PVL algorithm and its error estimation for linear circuit
systems with single input and single output. Implementation issues of the PVL algorithm and
error estimation are discussed in Section 4. Numerical results are presented in section 5 to
demonstrate the effectiveness of the error bound. Section 6 is devoted to a generalization of
the PVL algorithm and the error bound for multiple input and multiple output linear circuit
systems.

2. Lanczos ProcessGiven anN x N matrix A and initial vectorg;, ¢; € CY with
pflq, = 1, the Lanczos process is embodied by the following three-term recurrences

(2.1) bi1Pj = P = Pj A—a;p] —epily,
(2.2) Gj+1¢541 = Gj+1 = Agj — ¢ja; — ¢j-1bj,
forj =1,2,...,kwith py = qo = 0. If we let

Pk:[p17p27"'7pk]7 Qk:[(Il:QQa-nan]
and
a1 b2
(2.3) To=|® @ = :
Cg Qg

then the matrix forms of the three-term vector recurrences (2.1) and (2.2) are
(2.4) ATP = BT 400 -+ 0 prya ],
(2.5) AQr = QuTi+100 -+ 0 Gryr .

Furthermore, the computed Lanczos vectfps} and {¢;} satisfy thebi-orthonormality
property

(2.6) PQir =1
andPgr41 = 0 andpy’, , Q = 0. Therefore we have

(2.7) PHAQ, =T
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There is also freedom to normalize either the left or right Lanczos vectors and so we assume
llp;ll = 1.

An alternative scaling scheme can also be used to normalize all Lanczos vggtprs
and{g;}. WhereP,ka = O, whereQ);, is ak x k diagonal matrix [11, 22]. It can be shown
that these two scaling schemes are similar under diagonal transformation [3].

The Lanczos process can break down prematurely, namely, when a division by zero
occurs. There are several methods available to deal with this problem [3, 11, 24, 30]. We
point out that simply restarting the algorithm with different initial vectors is not an option in
this application because the left and right initial vectors are fixed by the vectors that define
the input and output relation.

Assume that the Lanczos process can be carried out ta\stgjpe last step). (If break
down occurs and one of the break down recovery schemes must belusbd|ow will not
be tridiagonal but similar properties still hold.) Th€x andQ y areN x N square matrices
andPQn = In. Therefore,

(2.8) QN'AQN =Ty,

whereT'y is anN x N tridiagonal matrix. ClearlyT}, is the leadingd: x & principal submatrix
of Ty foranyk < N.

Before we discuss applications of the Lanczos process to the approximation of transfer
functions, we first present the following properties associated with the tridiagonal structure
of Tny. The lemma below was derived in [29, Lemma 3.1 and Theorem 3.3] to analyze
convergence of the Lanczos algorithm for eigenvalue computation.

LEMMA 2.1.Forany0 <j <2k —1,

Hmrj . _ Hmpj
ey Ter = ey Tjlep

and forj = 2k,
efITI%,kel = e{IT,?kel + babs -+ bpbgy1 - CraCr - - c3Ca.
Furthermore,
e{ngek = { g;bg"'bk, ?iiff_l
and

~ 0 0<j<k—1
Hmj, _ ) >
C Tkel_{ Cp---c3c2, j=k—1

here and hereafteg; denotes the standarith coordinate vector, i.e., a vector with all zeros
except for thgth component which is. The dimension of; will conform with other vectors
and matrices involved.

3. Approximation of Transfer Functions and Error Estimation. In this section, we
present a derivation of using the Lanczos process for the approximation of the transfer func-
tion of a linear system with single input and single output. The resulting method is essentially
the same as the PVL algorithm of Feldman and Freund [10], which is also theoretically equiv-
alent to the AWE (moment matching) method. The present derivation is straightforward and,
more importantly, it provides an error estimation of the PVL approximation.
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Consider the following state space formulation of a single input and single output linear
system

(3.2) Ci(t) = —Gz(t) + bu(t),
(3.2) y(t) = 17 (t) + du(t),

wherez(t) € RY is the state vecton(t) € R is the input andy € R is the output of
interest. In the electronic circuits applicationgt) represents the circuit variables at time
t, and the term$w(t) andd u(t) represent excitation from independent sourcdsx N
matricesG andC' represent the contribution of memoryless elements (such as resistors) and
memory elements (such as capacitors and inductors), respectielR Y. For the sake of
simplicity, we can assume the initial conditief0) = 0.

The standard way of relating the input and output signals is to use a transfer function (or
impulse response in the time domain) of the linear circuit. Applying the Laplace transformto
equations (3.1) and (3.2), we obtain

(3.3) sCX(s) =—-GX(s)+bU(s),
(3.4) Y(s) =" X (s)+dU(s),

whereX (s),Y (s) andU(s) are the Laplace transforms oft), y(t) andu(t), respectively.
Then the transfer function of the linear system is the following rational function

Y(s)
Ul(s)

(3.5) H(s) = =1"(sC+ @)+ d.

To determine the impulse-response in the circuit analysis and other applications, it is im-
portant to compute the transfer function over a wide range of the frequency parameter
Direct computations off (s) becomes inefficient or even prohibitive for a large scale system,
namely, when the orde¥ of the matrice< andG is large.

To computeH (s), we follow [10] and expandd (s) about some poinkg, i.e., write
s =89+ 0. Then

H(so+o0)=1"(1-cA)"'r +d,
where
A= —(50C+G)'C and 7= (50C +G) 'b.

Since the crucial computation éf (sy + o) lies in the first part, we can assume without loss
of generality thatl = 0.
Let

| = p1b1 and r=4qic1
with pf g, = 1. Thenlr = byc; and
H(so+0) = ("r) - plT (I — 04)qy.

Applying & steps of the Lanczos process with the tridlét p;, ¢ }, we obtain the equa-
tions (2.4) and (2.5). Then a reduced-order transfer function

(3.6) Hy(so +0) = (1r) - e (I — oT}) tey
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can be defined as an approximationfbfs, + o). Indeed using the Neumann series expan-
sion, we have

Hy(so +0) = (1"r) - Zajefng(ﬂ
j=0
provided thato| < 1/p(T}), wherep(M) denotes the spectral radius of a matrix and by
(2.8)

H(so+0) = ("r) p(I - oQNTNQN) @
(17r) - pQN(I = oTn) ' QN @
= ("r) el (I - oTy) te

oo
= (IHr). ZajefITj{,el,
=0

~—

provided thafo| < 1/p(A), where we have also used the faefs) v = el andPi ¢; =e;.
Thus by Lemma 1 in Section 2,

H(Sg -|-0) - Hk(SO —l—g) = (lHT‘) . Z O—J'(e{{T]J\‘[el —ef Hj 61)
j=2k
= (lHr) o2k babs - - - bbgt1 - cacg -+ - cpepy1 + 0(02k+1),

Therefore, the approximatiaiy. (so + o) has the orde2k of o that defines the Padipprox-
imation of the transfer function (or AWE reduction method of moments matching up to the
order of2k — 1 as it would be called in the interconnect analysis community). The coeffi-
cient of the leading2* term of the approximation is given explicitly. But note that since the
frequency parameter of interest may be large, the leading term generally does not indicate
the correct order of approximation in that case. Fortunately, the following theorem gives an
explicit expression of the approximation error.

THEOREM3.1.If I — 0 A andI — o7}, are invertible, then

|H(s0 + o) — Hy(s0 + 0)]

(3.7) = 17| |o* 711 (0)Th1 (0)] |Prsy (I — 0 A) ™ o |
ok i |b2b3 - breacs - - - ey .
) = —cA
(3 8) |U| |l T| |det( O'T ) | | k+1( a ) qk+1|
where
k(o) = eB (I — oTy) Ley and 7y (0) = el (I — oTy) ey,

i.e., they are theé1, k) and (k, 1) entries of the inverse of the tridiagonal matdx— oT}.
Furthermore, forlo| < 1/]|4||, where|| - || can be any induced matrix norm, we have

(3.9)  |H(so+0) — Hi(so + 0)| < 127 |0* Tk (0) k1 (0)] %

Proof. From (2.4) and (2.5), it is easy to see that
(3.10) (I—oTy) ‘P =Pf(I-0A) " —o(l—0oT}) ‘erpi (I —0A) ™t
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and

B11) QI —oTp)™ ' = (I —0A) ™' Qr—o(I —aA) " Grpref (I —oTp) ™"

Multiplying the equation (3.11) on the left yff and on the right by, we have
eI —oTy) ey =pl (I —0A) g1 —opf (I — 0 A) Lgriref (I —oTy) ey,

where we have used the fact thdtQ, = ef’. Multiplying the equation (3.10) on the left by
efl and on the right byj; . ;, we have

0=pi"(I —0cA) Gry1 — el (I — oTy) ‘erpf (I — 0 A) Gt
where we used the faét g, = 0. Combining the above two equations, we obtain
H(sg+0)—Hy(so+0) = (lHr)UQGfI(I—UTk)_lekﬁ£1+1 (I—0A) Ygepel (I—oTy) e
Note that the inverse matrix df— o7} can be expressed as

_ -1 _ adj(l—aTk)
(I=0T)™ = QeI —oTy)’

whereadj(I — ¢T},) stands for the classical adjoint matrix made ug/of- 1) x (k — 1)
cofactors ofl — ¢T},. Thus, we have

k—1
H —1 0" cacz -+ cp)
(I —oT; = -7
er(T=oT)™er = = oy
and
k—1
H o o (babs - - - by)
I —oTy y = —————————
er (I —oTi) “ex det(I — oT})
Therefore

b2b3 . 'bk0203 s Ch AH

H(So—l—(f)—Hk(Sg—l-U) :ng(lHT) det(I_U'Tk)2 Pr+1

(I —0A)  Grta

This completes the proof of (3.7) and (3.8). Finally, (3.9) is proved by applying the Cauchy-
Schwarz inequality

P (I = 0 A) Guga | <D I = 0 A) ]I dr ]
and the simple inequality

1

. —oA)! _—
(3.12) 10 =) < T—por

provided thalo| < 1/||A4]||. O
Note that in Theorem 5.1 of Grimme [17], an error expression is given in terms of two
residual vectors of a general Rational Krylov-subspace-based approximation of transfer func-
tion. Since these residuals can be formulated in terms of the Lanczos vectors for the PVL
method, a similar error expression of (3.7) can also be derived based on Theorem 5.1 of [17].
As pointed out in [17], it is important to monitor the trends in the residual behavier as
andk vary. Direct attempting to gauge these trends is very expensive in practice. Fortunately,
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for the general Rational Krylov algorithm, the residual expression can be simplified [17,
Lemma 5.1]. For the PVL algorithm we are concerned with, our bound (3.8) shows that
there are two factors in the modeling errgo?7y (o)1 (0)| and [prl (I — 0 A) ! Gt ].
As shown in (3.8), the quantityr>r; (o)1 ()] is of orders?*. Numerical experiments
indicate that the terms;,(0)| and|r1 (0)| decrease steadyly as the number of Lanczos it-
erations increases while the values of the tgifh , (I — 0 A) ™' Gr41| essentially remain on
the same order of magnitude near convergefigg.(o)| and|r1 (0)| are the primary con-
tributors to the convergence of the PVL approximation. This phenomenon can be explained
by the following theorem. Note that it is also related to the discussion on decay rate of the
elements of the inverse of a tridiagonal matrix, see [8, 21].

THEOREM3.2.If I — 0T} is invertible, then

711 (0)]
< \/Ne
e (I —oTy) t, = "

where

= i I-0A
= g |h(I — o A)q |2
andIl;, denotes the set of all polynomials of degked similar inequality holds fofr ;. (¢)].
Proof. For any polynomiak € IT;_; with h(0) = 1, we writeh(z) = 1 + zg(z) with
g € II;_». Thus using Lemma 1 again, we have

71 (0)] = le’ (I — oTk) e
=lef [(I—oTy) ' +9g(I —oTp)] e
= |ekH(l —0Ty) 'h(I — oT)e |
< e’ (I = oTw) " Hlallh(I = oTk)ex ||z
= llef’ (I = oTp) "' l2llh(I = 0T )er ]
= llet’ (I = oTw) "M2lIPA R(I = 0 A)Qnenll
< e’ (I = o) 2l Pull2|IR(I = 0 A)gu [|a-

With the normalization|p;||» = 1, ||Px|]2 < V/N. This proves the theorer.

The theorem shows that,; (o)|, relative to the absolute values of other entries in the
kth row of (I — oT})~?, is bounded by, which decreases as the order of approximation
k increases. However, the decreasing rateyoflepends on the spectral distribution 4f
This has been widely studied in the convergence theory of Krylov subspace based algorithms
(see [27], for example).

Finally, we show that under certain assumption, the terfm, (o) 71 (o)| is @ mono-
tonic function of|o|. Therefore, for a certain range @fof interest, we only need to compute
the bound for the value of at the extremal point of the interested range. Specially, if we are
interested inr with o = |o|el? for a fixedd (e.g. the upper pure imaginary axigit= 7 /2),
then from Theorem 1,

2k
|O’2T1k(0')7'k1(0')| = o ||bdQ;3(I _b2?k0)32| &
|babs - - - brcacs - - - |
o7t =)o = AP
B |babs - - - bpcacs - - - ci|
(ol — ) + 8] (o™ —aw)® + B
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where); (for 1 < j < k) are the eigenvalues @, and we have denoted’ \; = «; + i3;.
Itis easy to see from the last expression {1 (o) 741 ()| is monotonic increasing ifr|
in the rangé < |o| < |oo| < 1/||Tk|| for a fixedoy = |ao|ei?. Thus for allo in that range,
the bound need only be computed at one pejnt

4. Comments on Implementation. In this section, we discuss some implementation
details for the PVL algorithm with error estimation.

A. Estimation of ||A||: The norm used in Theorem 1 can be any of the operator induced
norms, e.g. the 1-norm or the-norm. The 1-norm oso-norm of the matrix

A=—(sC+G)"'C

can be easily estimated using just the operations of matrix-vector productsd A" 2,

which are the same operations used during the implementation of Lanczos process (see Sec-
tion 2). A detailed description of the algorithm can be found in [19]. An implementation is
provided in LAPACK [2].

B. Computing ef (I — oT}),) e, el (I — oTy)ex, and e] (I — oT;) " es: These values
are needed in computing the values of the reduced-order transfer fuiftien + o) and
the error bound (3.9). A common practice is to first compute the eigendecomposifipn of

Tk = SkAkSk_l = Skdiag()\l,/\g, . .,/\k)Sk_l
and set
f:S,erl, g:Slglel.

Then we obtain the so-called poles and residues representation of the reduced-order transfer
function

Hi(so +0) = (17r) - e (I — oT}) ey
k

_ Z M- fig
1 —J)\j

wheref; andg; are the components of the vectgrandg and where the term,, may result
if one of the eigenvalues df}, is zero. This form is also suitable for computing the inverse
Laplace transform.

Similarly, the quantitiesy,(c) = el (I — oT),) " ex andryi (o) = e} (I — oTx) ey,
used in the error estimation can also be easily computed using the eigen-decomposition of
T},. However, we point out that all of these quantities are justthe), (1, %) (k,1) elements
of the inverse of the tridiagonal matrix— oT},. They can be computed incrementally in the
Lanczos process with very few additional operations. References [21, 13, 4] give more details
(see also Theorem 3 in section 6.2).

It should also be pointed out that if some eigenvalues or eigenvectdrs afe ill-
conditioned, the computation via the eigendecomposition may be numerically unstable. In
such a case, a direct computation (solving a linear systei, dbr each frequency value)
might be preferred.
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C. Balancing in computing the transfer function: The entries of the matrix
A=—(s50C+G)"'C

(andC and (@) could be poorly scaled because of physical units involved. A poorly scaled
matrix could cause numerical difficulty in the implementation of Lanczos process. In ad-
dition, a large norm of the matriX could limit the applicability of the error bound in the
desired range of frequency. Therefore, a procedurbdtancinga matrix and reducing its
norm should be considered. For any nonsingular mdix

H(so+0) =171 —-0A)"r
=1"DD Y I -cA) DD 'r
—1"D(I-o(D'AD))” D 'r.

For example, one may choose a proper nonsingular matsxch that

e the columns and rows dD—!' AD are properly balanced and

e ||[D~1AD]| is as small as possible.
An algorithm to do this has been widely used in computing the eigendecomposition of non-
symmetric matrices (for example, it is used in EISPACK, MATLAB and LAPACK). It was
originally proposed by Parlett and Reinsch [23]. Although the scheme has been mainly used
only in the dense matrix eigensolvers, recently Chen and Demmel [5] have implemented this
scheme for sparse matrices, provided that the nonzero entries of a sparse matrix can be ac-
cessed directly. Unfortunately, since the entries of the matrate not available explicitly
(i.e., the matrixd = —(soC +G)~1C is never formed explicitly), a balancing scheme which
uses the matrix-vector products is desirable here. In [5], a sparse matrix balancing algorithm
uses only matrix-vector multiplication is also presented.

Note that we may approach our particular problem by balan€iragndG, respectively.

The entries of these matrices are immediately available. Specifically, for any nonsingular
matricesD; andD-, let

C =D;'CD,, G=D;'GD:.
Then
D;'AD, = D;Y(s0C + G)~' D7 DCDy = (5,C + G)~'C.

With this balancing idea, the question becomes how to choose the nonsingular mairices
and D, so that the rows and columns &f; ' AD, are properly balanced and the norm
|ID; ' AD,|| is as small as possible. There is a scheme for balancing a pair of matrices
used in the generalized eigenvalue problem [28], which is implemented in LAPACK. The
applicability of the scheme to our current problem is the subject of further study.

D. Stopping Criterion and an Adaptive Implementation: With the availability of an error
expression on the reduced-order transfer functiafsg + o), one may develop an adaptive
scheme to increase the number of matching moments (i.e., the number of Lanczos iterations)
until a prescribed tolerance value of error is satisfied. Since the nuinblanczos itera-

tions is small in practices < N, T}, is ak x k tridiagonal matrix, the cost of computing the

term o027y, (o) 71 ()|, which contributes to the convergence of the PVL approximation, is
only a small fraction of the cost of Lanczos iterations. The major concern is on the estimation
of the term|pfl,, (I — 0 A)*Gr41|- For smallo, namely,|o| < 1/||A[|, the upper bound

in (3.9) can be used for stopping criterion. Fef > 1/||A||, however, it is no longer valid
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because of the inequality (3.12). Heuristically, the t¢ﬁ|,’jﬁr1(l — 0 A)71Gk41| remains on

the same order of magnitude after first few iteration. Since only an estimate of the magnitude
of this quantity is required, we may simply use the quadﬁ&lqk+1| to replace the term
|pf, 1 (I — 0 A)~ Gr41]. Numerical experiments, some to be presented in next section, show
that it matches the actually error very well. Unfortunately, there is no theoretical justification
of this strategy at this time and whether it works for more general problems is still an open
guestion.

5. Numerical Examples. In this section, we present three numerical examples to dem-
onstrate the effectiveness of the error estimation of PVL algorithm discussed above.

Example 1. The first example is from a lumped-pi model of a three-conductor transmission

line arranged to study near-end crosstalk [7]. The order of matéicaadG is 11. The

expansion point, = 0 and||A|| = O(10~%). We examine the convergence®f.(so + o)

foro = s — sg = 27j f for frequencyf up to 1GHz. Numerical results of the approximation

and error estimation for 4 and 5 PVL iterations are plotted in Figures 5.1 and 5.2, respectively.
In the top plots of both figures, the solid lines are the absolute values of original transfer

function H(so + o). The dash lines are the reduced-order transfer fundfip{s, + o). The

bottom plots are the exact erfid{ (so + o) — Hy(so +0)| (solid line), and its estimates (dash-

dot and dash lines). Specifically, the dash-dot lines are plotted according to the estimator

1Pk 1 1lGt1

(5.2) | o1 (o) (o

for all |0, including whenjo| > 1/||Al|. The dash lines are based on the following estimator
(5-2) 17| |o* 71k (o) Tir ()] PR32 G |-

From the figures, we see that overall, the error estimation by formula (5.1) gives an upper
bound of the actual error, but the estimates by (5.2) are much closer to the actual error. In the
figures, there is a frequency interval where the actual errors are larger than either of estimators
(5.1) and (5.2). This is due to the moderate ill-conditioning efc A and the roundoff errors

in the presence of finite precision arithmetic when computing the original transfer function
H(so + o). See the error analysis of linear system solvers based on the Gaussian elimination
in [14].

Example 2. The second example is from an extracted RLC circuit. The matrix(64i€)

is of order 52. The numerical results of 25 PVL iterations are plotted in Figure 5.3. All
plots use the same legend as described in Example 1. The formula (5.2) is a very good error
estimator. However, the estimator (5.2) severely under-estimates the error at high order range
of frequencies. Again, the discrepancies between the computed exact errors and the error
estimators given by (5.1) and (5.2) at low frequency are due to the moderate ill-conditioning
of matrix I — o A and the roundoff errors in the presence of finite precision arithmetic.

Example 3. This is the same example used in [10] from a three-dimensional electromagnetic
problem model via PEEC (partial element equivalent circuit) [26]. It is regarded as a bench-
mark and difficult test problem. The order of the matrix p@it G) is 306. The expansion
pointsy = 2my/—1 x 10° and||A|| = O(10~®). The numerical results of 80 PVL iterations

are plotted in Figure 5.4. All plots use the same legend as described in Example 1. Again, the
formula (5.2) is a very good error estimator. The error estimation by (5.1) is over-estimated
for high frequencies.
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FIG. 5.1. Numerical results of 4 PVL iterations of Example 1. Tof:(s)| (solid line) and its approximation
|H4(s)| (dash line). Bottom: Exact errorH (s) — Ha(s)| (solid line) and its estimation by (5.1) (dash-dot line)
and by (5.2) (dash line)

6. Block Lanczos Process and MIMO Transfer Function Approximation. In this
section, we present a generalizations of error estimation to a matrix-valued transfer function
of a linear multiple input multiple output system. The matrix approach makes this general-
ization straightforward and we therefore omit most of the details in our presentation.

A matrix Pad approximation of a matrix-valued transfer function has been presented
in [9] using a general Lanczos-type process with multiple starting vectors [1]. It is called
MPVL algorithm. We will only use a simple version of the block Lanczos process for illus-
trating our approach. The complete discussion of error estimation of the MPVL algorithm is
beyond the scope of the present paper.

6.1. Block Lanczos ProcessWe first present a simple block Lanczos process for non-
Hermitian matrices and discuss its basic properties. An adaptive blocksize implementation
for the robustness and efficiency can be found in [3].

The block Lanczos process starts with two initial blocks of veciyrand@, € RV *?
and implements the three-term recurrences

(61) Bj_,_lpﬁ_l = ﬁ]ﬂl_l = P]HA _ A].P]H _ CJ'PjI{I
As in the unblock case, if we let
Pr = [ P ,Ps, ..., P, ], Qr = [ Q1,Qs,...,Qk ]
and
Al B
(6.3) T,=| % A ,
B,

Cr Ag
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FIG. 5.2. Numerical results of 5 PVL iterations of Example 1. ToH:(s)| (solid line) and its approximation
|Hs(s)| (dash line). Bottom: Exact errgH (s) — Hs(s)| (solid line) and its estimation by (5.1) (dash-dot line)
and by (5.2) (dash line)

then the three-term recurrences (6.1) and (6.2) have the matrix forms

(6.4) PHA=T P! + E,PH,,

(6.5) AQy = QpTy + Q\j_;,_lE]gI,

whereE}, is akp x p tall thin block matrix whose entries are zero except the bottom square
which is thep x p identity matrix. Furthermore, the computed Lanczos veciqrand Q)
satisfy thebi-orthonormalityproperty

(6.6) PHQ, =1
From the above equations, we have
(6.7) PHAQ, =Ty.

When the blocksize ig = 1, this is just the unblocked case that we discussed in Section 2.
If the above algorithm is carried to the end wittbeing the last step, thel, and 9,
areN x N square matrices ard? Q,, = I. Thus

(6.8) 0. AQ, = Ty,

whereT,, is a block tridiagonal matrix T}, is a leading principal submatrix &, for any
k <n.

The following lemma is a generalization of Lemma 1 to the block case. The proofs are
similar to those in [29, Lemma 3.1, Theorem 3.3] and are therefore omitted here.

LEMMA 6.1.Forany0 < j <2k —1,

EET/E, = EET/E,
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FIG. 5.3.Numerical results of 25 PVL iterations of Example 2. Tpff(s)| (solid line) and its approximation
|H25(s)| (dash line). Bottom: Exact errdi (s) — Hos(s)| (solid line) and its estimation by (5.1) (dash-dot line)
and by (5.2) (dash line).

and forj = 2k,
EfT*E, = EFT?*E, + By --- BB 11Ci11C - - Cs.

Furthermore,

; 0 0<j<k-—1
Hmj — ) >) >
Ey TkEk_{ ByBs---By, j=k—1.

and

; 0 0<j<k-1
Hmj _ ) S) >
EkaEl—{Ck...cgcQ, j=Fk—1.
Hereafter E; denotes a tall thin matrix whose bottom square is an identity matrix and is zero
elsewhere. The dimension & will conform with other vectors and matrices involved.

6.2. MIMO systems. We consider the same type of linear systems as in Section 3 but
with a multiple inputu(¢) and a multiple outpug(¢). The state space formulation of a multi-
ple input multiple output linear system is given as follows

(6.9) Ci(t) = —Gz(t) + Bu(t)
(6.10) y(t) = L z(t) + Du(t)

wherez(t) € RY is the state vector(t) € Rf is the input vectory(t) € R™ is the
output vector and’, G € R¥*N, B € RV*¢, L ¢ RV*™ andD € R™*¢. Note that the
dimensionsn and/ for the input and output need not be the same. For the sake of simplicity,
we assume again the initial conditie(0) = 0.
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FIG. 5.4.Numerical results of 80 PVL iterations of Example 3. Tafi(s)| (solid line) and its approximation
|Hgo(s)| (dash line). Bottom: Exact errdt (s) — Hgo(s)| (solid line) and its estimation by (5.1) (dash-dot line)
and by (5.2) (dash line).

Applying the Laplace transform to the system (6.9) and (6.10), we obtain

(6.11) sCX(s) = —GX(s)+ BU(s)
(6.12) Y (s) = L" X (s) + DU(s)

whereX (s),Y (s) andU(s) are the Laplace transforms oft), y(t) andu(t), respectively.
Then the transfer function of the system is given bynihe £ rational matrix function

(6.13) H(s)=L"(sC+G)'B+D

andY (s) = H(s)U(s). For computingH (s), again we assum® = 0 and expand (s)
about some poindy, i.e., writes = sg + 0. Then

H(s)=H(so+0)=L*(I-0cA) 'R
where
A=—(5C+G)"'C and R=(s50C+G)"'B.

In the following, we will simply denoté (s + o) asH (o).
Letp = max{m, ¢} andP;,Q; € R"N*? be orthogonal matrices such that

L=PB; and R =0 ,Ch,

whereB; andC} are upper triangular. This this can be obtained by appropriately appending
vectors, say random vectors,toor R and then computing the QR-factorization. Thus

H(o)=H(so+0)=CHPH(I -0A)"'Q,B,.
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For ease of notation, we shall assume= C; = I and therefore
H(o)=PH(I-0A)1Qy,

Now applying the block Lanczos process to the tridldt P, Q); }, we have the equations
(6.4) and (6.5). Then

H(o) =Q" (I -0A)'P, = Ef (I -0oT,) 'E;
and we can define the following reduced-order transfer function (a rational matrix function)
(6.14) Hy(o) = EF(I — oTy) ' Ey

to approximateH (o). This is justified by the following moment matching property (under
similar conditions orr as in Section 3):

H(0) — Hy(0) = 32007 (E{' T B — E{'T] Ey)
= %%, 00 (B TIE, — BIT]Ey)
= UZkBQ - BpBp41C;41Cr - - - Co + 0(02k+1),

where we have used Neumann series expansion and Lemma 2. Furthermore, the following
theorem gives an upper bound on the rational matrix approximation error.
THEOREMG6.2.If I — 0 A andI — ¢T}, are invertible, then

1H (o) = Hi(o)]| < |oPIT1k(@) [ ITar ()| |1 P (T = 0 4) ! Qra]
= [0|**||D1B2Ds - - - Bk D || | DkCi - - - DaCaDa || || P (I = 0 A) ™ Q|
where
Tix(o) = BE(I —oTy) 'Ey, and Tyi(0) = B (I —oTy) *E;
andDy, = (I — g Ay)™1,
Djy=(I—0Aj_1 —0*B;D;C;)"* for j=kk—1,---,2.
Furthermore, forjo| < 1/]|4||, we have

P || 1Qksa |
O OO 191 1 (oo |
||H(U) HL(U)H = |U| ||F1k(g)|| ||Fk1(g)|| 1— |O’| ||A||

Proof. Most of the proof is similar to that of Theorem 1. The main difference is in the
second equality. Here we provide the proofsff (I—oT},) ' E; = 0" 1Dy, Cj, - - - D2Cy Dy
only. Using the Schur complement, it can be shown that

(6.15) EH(I — 6Ty) "By = 6Dy CLEF (I — 0T)—1) ' Ey

wherel — afk,l is the block tridiagonal matrix whose blocks are identical te T},
except the(k — 1,k — 1) block entry, which isl — cA;_; — 02B,D;.C). Now applying
(6.15) recursively to itself, we obtain the desired equdlity.
The discussion on the computation of bounds and implementation issues in Section 3 is
also applicable here. Also the same kind of bound${fof! (I — oT},) " Ey || and|| B} (I —
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oT)~'E1 ]| as in Theorem 2 can be given. In general, the same kind of behavior as in the
unblocked case would be expected.
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