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Abstract

Steganography is the field of hiding messages in
apparently innocuous mediad. images), and steganalysis
is the field of detecting these covert messagesoét all
steganalysis consists of hand-crafted tests or hunsaal
inspection to detect whether a file contains a agss
hidden by a specific steganography algorithm. These
approaches are very fragile — trivial changes in a
steganography algorithm will often render a stebyaim
approach useless, and human inspection does nlet sca
We propose a machine learning (ML) approach to
steganalysis. First, a media file is representedcanvas

— the available space within the file to hide a sagse.
Those features that can distinguish clean from osteg
bearing files are then selected. We use ML algorst to
distinguish clean and stego-bearing files. Theultes
reported here show that ML algorithms work in both
content- and compression-based image formats,
outperforming at least one current hand crafted
steganalysis technique in the latter. Our curvemtk can
detect previously seen (trained on) steganography
techniques, and we discuss extensions that wevbeliél

be able to detect steganography using more sogstisti
algorithms, as well as the use of previously unseen
steganography algorithms.

Introduction

Steganography literally means “covered message” and
involves transmitting secret messages through segyni
innocuous files. The goal is that not only does th
message remain hidden, but also that a hidden gesssa
was even sent goes undetected (Johnson and Jajodia,
1998). There are many tools available (Steganggrap
Software Web Page) that can hide messages in images
audio files and video, and steganography is now in
common use (Johnson, et al, 2001). Whereas
cryptography has been the preferred tool for sendin
secret messages, relying on complex ciphers toeptev
detection, the huge bandwidth of the Internet ndfsrs

an alternative or  complementary  approach.
Steganography supports hiding messages amongst the
huge volume of Internet traffic, in media files whehe

addition of a hidden message is difficult to detsith the
human eye even if the file is viewed.

The process of detecting steganographic messages is
known as steganalysis and a particular steganalysis
technique is called aatack. The current state of the art
involves manually identifying a particular signaur
associated with a steganographic technique or non-
infected file type and devising a statistical testdentify
this signature. This handcrafted approach, thowmghniy
some success (Westfeld and Pfitzmann, 1999) suffers
from a high false positive rate and is vulnerabte t
steganographic approaches that hide messages hnasuc
way as to preserve an expected property (Provadyl)20
An “arms race” situation has developed where a
steganography technique’s creator and the desigher
steganalysis attack iteratively and incrementaipriove
their approaches. For example, the F3 steganography
algorithm has evolved into the F4 and most receR8y
algorithms (Westfeld, 1999) with further small \&ibns
to overcome its vulnerability to specific attacks.

We propose using pattern recognition to learn kstac
on steganography techniques by automatically itiémd
what differentiates clean files and files containfridden
messagessiego-files). This is a difficult problem for a
number of reasons. It involves learning an evolvamgl
changing phenomenon that directly violates
fundamental assumption in learning algorithms -+ tha
test and training set are drawn from the sameiloligion -
— the so called stationary distribution assump(i¢@arns
and Vazirani, 1994). In addition, hidden messages a
typically embedded in media files such as imagadjoa
and video, whose size and varied formats make agply
machine learning and data mining difficult. Reprasg
the many types of multi-media and the differentfats in
a common form to present to a learning algorithna is
challenging task. In particular, some formats asell on
lossy compression, such as JPEG/MPEG, and others us
efficient indexing for lossless representation hsas GIF.
This difference makes a common representatiorcdiffi

Our approach, which is applicable to many media and
file formats, begins with the notion ofcanvas, which is
the data representations that a steganographicitalgo
has available to write a hidden message. The naofitie

the



canvas is a natural representation and has thditehe
being applicable to both indexing (GIF, BMP) and
compression based
MPEG, QuickTime). We measure general properties of
the canvas such as conditional entropies and ti@amsi
probabilities. Standard machine learning algorgthane
then applied to detect steganography in both GI& an
JPEG formats. Our results show that ML techniquees c
detect messages hidden in both formats, and folGJPE
images our approach outperforms one of the statbeof
art steganalysis techniques (no GIF format methad w
available for a corresponding comparison). Applying
automated pattern recognition tools to a diffialdimain
such as steganalysis offers many challenges. Mé&trdte
this by the failure of our current approach on eipalar
steganography algorithm for each of GIF and JPEG
formats. We indicate how our approach may be
generalized to detect the use of these algoritlamsyell

as how to detect the use of previously unseen
steganographic algorithms.

Background and Relationship to Previous
Work

Images are the most widely used media to transmit
hidden messages. The raster data that definegrihgei
can be stored either by using efficient indexinghwi
simple  compression (GIF) or by performing
transformations on the raster data that make itemor
amenable to compression (JPEG).

The GIF image format uses a table-based
representation to save space while still storirgatiginal
raster data. Since, in many types of images, #mes
colors appear in many pixels, the RGB colors obéathe
pixels are stored in a single color table, paéette. Each
pixel in the image representation is simply an ingeo
the palette.

The JPEG representation (Wallace, 1991) allows
compression of the raster data to varying degrébs.
compression isossy — that is, the original image cannot
be exactly recreated since the compression algotitses
some of the information. Raster data is convetted
JPEG by first extracting 8 x 8 blocks of pixels. A
Discrete Cosine Transformation (DCT), related ttast
Fourier transformation, is then calculated for epistel in
the block. Each block is then compressed usingriiuf
encoding. Varying the severity of the DCT transfation
can provide different levels of compression.

The different representation schemes for GIF and
JPEG formats lend themselves to different stratefpe
hiding messages in images. While the message may b
text, image.etc., in digital steganography it is ultimately
represented as bits.
compressed or even encrypted before it is hidden, t
reduce the amount of information or hide its cotiten

representation schemes (JPEG,

The hidden message may be

The underlying basis of steganographic technigsies i
hiding the bits of the message among the bitsefrttage,
so that 1) the message is undetectable, but 2)itthat
recoverable by the intended recipients. One common
steganography approach is to embed the hidden gessa
by altering least significant bits (LSBs) of the DC
coefficients. Altering the LSB results in a charigat is
not visually noticeable in JPEG files (see FiguyeThe
LSB-based Jsteg steganography algorithm (Upham)
embeds the 0 and 1 values of the message in theoESB
the coefficients after the quantization step. Haaveour
own preliminary work, described here, and that thiecs,

e.g. (Lyu and Farid, 2002, Westfeld and Pfitzmann, 1999
has shown such changes are discernable.

The LSB techniques are not directly applicable to
GIF images, as bit changes would point to a differe
entry in the color table, resulting in visually iweable
changes in the image. One GIF-specific steganograph
algorithm is GIFShuffle (Kwan), which depends or th
fact that the order of the colors in the palettenat
specified. In GIFShuffle, the order of the entriasthe
palette is manipulated to convey information.

Because of the relative ease with which Jsteg
steganography can be detected, improved methods of
embedding information in images, such as F5 (Wiestfe
1999) and Spread Spectrum Image Steganography
(Marvel, et al., 1999) have been developed. Thislhd,
in turn, to more advanced methods of steganalysis
(Fridrich, et al., 2002, Lyu and Farid, 2002). 8 just
the type of arms race, mentioned earlier, thakiis @ the
ongoing battle between viruses and immune systédme
assumes that this escalation will continue into the
foreseeable future.




Figure 1: The cover picture on the top and thecsfggture on
the bottom that contain a hidden text messagekdbBytes.

To our knowledge, the work of Farid (Lyu and Farid,
2002) is the only steganalysis besides our own ukat
machine learning. However, their emphasis is difie
than our own. They build special purpose secomtkror
statistical models of the images using a type ofelst
decomposition. These are used as the input tochina
learning technique, in this case support vectorhinas
that learn to distinguish stego-bearing images. irThe
technique, while powerful, is focused on the comple
second order model built of the image (Lyu and dkari
2002). In contrast, our work begins an effort tee us
machine learning to build a general framework for
steganalysis in many formats, for multiple medial @n
variety of content.

Experiments and Results

As mentioned earlier, manually crafted statistical
attacks on steganography techniques must be caiitinu
updated, and, since they are created for specific
steganography techniques, do not generalize betymse
techniques. Automated learning and data mining
techniques can potentially create models that sty
attack a variety of steganography techniques, dioty
previously unseen variations of existing techniqud$ie
first step towards this goal is to determine ifedatining
and machine learning techniques can learn to iyenti
messages hidden using a specific steganography
technique. To establish this, we tried three commata
mining and learning techniques (Duda, et al., 2001)
decision trees, error back-propagation artificiaural
networks and the naive Bayes classifier, to identif
messages hidden in compression- (JPEG) and content-
based (GIF) images.

We tested the abilty to detect the JPEG
steganography technique Jsteg Version 4 (Upham) by
creating a database of 150 natural images, 50 efch
flowers, mountains and trees. Each image is repted
by the unconditional entropy, positional conditibna
entropy values, and transition probabilities of DET
coefficient's LSB. There are 51 features — the mean
entropy for the entire image (1 feature), the mead
standard deviation of the entropy across each hiltothke
image (2), the mean and standard deviation acrass e
block of the transition probabilities-00, 0- 1, 1-0, and
1-1 (8), the average probability across the entiragen
of each of the transitions-00, 0- 1, 1.0, and 1.1 (4),
and the conditional entropy for each non-boundary
position in the 8 x 8 DCT coefficient grid, calctdd for
the entire image (36). Table 1 shows our results the
results of applying the StegDetect handcraftedssicil
attack (Provos and Honeyman, 2002) when the nuaiber

stego and clean images is equal in the dataseg.rélts
for the learning algorithms are five fold crossigtated
results while the StegDetect attack is the resuitthe
entire data set. For each of the databases, sitdea of
the machine learning algorithms outperforms Steg&tet
In particular, the error-backpropagation artificizural
network algorithm (Rumelhart, et al.,, 1986) always
outperforms StegDetect in these tests.

Decision Naive Neural Steg-

tree Bayes Net Detect
Flower 78% 69% 81% 68%
Mountain 54% 35% 76% 55%
Tree 57% 33% 51% 37%

Table 1: Comparing the accuracy of hand-crafteatks and
automatically learned attacks on the Jsteg-Jpegustgraphic
technique.

We also learned to detect steganography used in
content-based (GIF) image formats. The steganbgrap
technique evaluated, GIFShuffle (Kwan), shuffles @iF
palette to store a message up to,(B§6!) bits in length.
We used unconditional and conditional entropieghef
color indices to represent each GIF. We did na& us
transition probabilities, as it would have resuliedan
excessively large number of features. The conuffio
entropies used are slightly different than in JPASGhere
is no notion of a cell in content-based formats.e Th
conditional probability distribution used in thenchtional
entropy calculations is the probability that a hiXxe has
the color indexj, given the number of neighborhood
pixels having the color indgx

Our results at detecting this approach are shown in
Table 2. As with the other results, these areptioeuct of
a five fold cross-validation.

| Accuracy
Decision Tree 69.1%
Naive Bayes 58.4%
Neural Network 85.6%

Table 2: Comparing the accuracy of automaticabyred
attacks on the GIFShuffle steganographic technique.

All of the algorithms perform better than random
choice, and the artificial neural network has bettan
85% accuracy at detecting messages hidden using
GIFShuffle.

The success of our initial results establisheskthe
points about this approach to steganalysis:

1. The feasibility of using a steganographic canvas

metaphor,

2. The viability of using standard properties oé th

canvas, and

3. The feasibility of using machine learning and

data mining algorithms on these properties to
create a model that can differentiate between
clean and stego files.



In addition, we found that the three learning
techniques tried (decision trees, naive Bayes difitial
neural network classifiers) performed significantigtter
than random guessing in a variety of situationsu(te not
shown). These situations include when the targenev
occurred in different proportions in the trainingdatest
sets. This result is significant, as it is oftert known a
priori how often the target event occurs.

From Prototype to the Full System

The results above show the success of the canvas
representation and the use of machine learningetect
the use of steganography. However, the presetdryis
a prototype. The full system will have two additid
features, 1) it will use unsupervised learning &dest
those features of the canvas that are useful in
discriminating clean from stego-bearing files, a®dit
will employ several different machine learning aitjums,
as well as a second-level algorithm to combine rthei
results into an overall, refined prediction. Wetivete
these extensions by showing the shortcomings of the
prototype and how the full system is designed to
overcome them. The goal is a system that sucdissfu
detects the use of steganography, and can deteaséhof
new steganography methods by their deviation froen t
norms of a canvas. Even in situations where thigt the
case, the system is flexible enough that it cailyelas re-

trained to detect and attack new steganographic

algorithms.
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Figure 2: Original (top) and corrupted (bottom) DEAlls. Note
that the entropy of the LSB is greatest in thelé&fiphand corner
and decreases towards the lower right hand cosishewn by
the arrow.

Compression Based Formats (JPEG)

While the prototype system detects Jsteg
steganography at high accuracy levels, it detects
steganography using the F5 algorithm (Westfeld 91 9@
better than random chance (detailed results notvisho
We hypothesize that, similar to hand crafted stelyars,
our prototype is fragile because it only uses a fecific
features, and the changes in the F5 algorithm retide
features successfully used in Jsteg useless. @nalb
system overcomes this fragility in two ways. Firste
canvas representation can use any number of featmd
can be expanded to use additional ones in resgomssyv
algorithms or directions in detection. For thedx@mple,
the canvas space can be expanded to representxi& 8
DCT cells that form the basis of a JPEG represemtat
The cells have distinct signatures created by thd ,Da
feature that promotes their subsequent compresdiois.
our belief that detecting messages in JPEG imagiesg) u
their cells, rather than the simpler representatiosed in
our prototype, is promising. The 8 x 8 patterrihaf cells
can then be used as input to the prototype’s ML
algorithms, as well as approaches shown to usdful a
identifying signatures such as Hidden Markov Models
(Rabiner, 1989).

We believe that representing an image as a sefies o
non-sequential propositions (attribute-value pailses
not fully exploit oura priori knowledge of the signature.
Consider the picture of the original DCT and alteBCT
cells Figure 2. We expect for clean files that tt&B
conditional entropy for cells along the diagonabtovery
large in the upper-left hand corner and progressive
become less towards the lower right hand cornee Th
speed of change for these entropies will diffenrfrionage
to image, but the overall signature should occue W
propose to represent each DCT cell as a serieggbf e
sequential entropy measurements, one for eachigosit
along the diagonal. We then intend to use learning
techniques that can differentiate between signature
Hidden Markov Models have been very successful at
learning process signatures such as those occuiming
speech (Rabiner, 1989) and biology (Krogh, etl£94).

We can then identify the number of cells in an im#uat
potentially contain parts of a hidden message.

In addition, by using unsupervised learning to t&us
clean and stego-bearing files based on various
representations in the canvas, and by using a destage
to determine which of the machine learning algonihis
giving the best results, our full system will hatie
flexibility to automatically determine the featuresd
learning methods for successful steganalysis.

| % Accuracy

Decision Tree 34.57
Naive Bayes 40.96
Neural Network 34.57



Table 3: Comparing the accuracy of automaticallgried
attacks on the HideAndSeek steganographic technique
Classifier results are for 5 fold cross validation.

Content Based Formats (GIF)

An analogous situation exists for GIF format images
While the prototype can detect steganography dseimeggu
GIFShuffle with high accuracy, it performs very plgamn

the HideAndSeek (Maroney) algorithm. HideAndSeek
changes the index value of specific pixels to hide
ASCII values of the message. Our results, showiralsle

3, indicate that attacks using the supervised iegrn
algorithms in our prototype could not identify this
technique.

Most steganographic techniques for content-based fi
formats randomly place the hidden message in tlagem
which is obvious to the human eye (Figure 3) but is
surprisingly difficult for a machine to detect. §lig to be
expected as our properties are for the entire caawnd it
is impossible that a standard signature existalfamages
for the entire image. However, by looking at thaga we
can see that an implicit signature exists for nmmetn
images, namely that pixels in a region all have dame
color. We believe that by dividing an image intgiomns
and then measuring the number of outlier pixelgach
region we can differentiate stego images from clean
images. We intend to try to divide an image intgioas
using techniques such as spatial clustering andl sel
organized maps (Kohonen, 1982). We will try to
determine the number of outliers using traditiodata
mining and machine learning, but this may be difficlue
to the spatial nature of the data. We intend tdya@ibbs
restoration techniques (Geman and Geman, 1984) to
determine the number of restorations to performefach
section. For unaltered images we expect that backgr
regions will have few if any restorations. We can
colloquially consider a restoration as being witbeeeye
notices an anomaly.

Figure 3. The upper image is clean, and the loweramntains a
steganographically hidden message. Note the spmoraldick

pixels of the stego image, resulting from hidinghessage with
the HideAndSeek tool.

Conclusion

We have shown the feasibility of using a machine
learning and data mining (ML/DM) approach to
automatically build steganography attacks. Forhbot
content-based (GIF) and compression-based (JPEG)
image formats, ML/DM techniques are very succelsful
able to distinguish stego-files from clean onesiswork
is based on a canvas representation of the medisafo
that makes explicit all of the features that carubed for
steganographic embedding. We have shown how &énis ¢
be combined with a set of features selected from th
canvas representation. In the current work, thisudes
value occurrence probabilities, and both uncondio
and conditional entropies. These features were
successfully used, for both GIF and JEPG formaitd, ey
several different learning algorithms, to find heed
message bearing files. For JPEG format images, thi
approach outperforms one of the current state efaitt
steganalysis techniques.

Our current system is certainly no panacea. We hav
shown examples of steganography algorithms for both
GIF and JPEG formats that it cannot detect. Wittike
current work uses straightforward features of thevases
and well-known learning methods, we indicate howeih



be extended to more powerful representations and
ML/DM methods. With these we anticipate being able
extend this work to use unsupervised anomaly detect
approaches to steganalysis. These approachesisheul
able to detect the canvas features of clear médd& &nd
hence should be able to distinguish those fromosteg
bearing files, regardless of the steganography edeth
used. This should be able to detect steganograiglian
using more advanced algorithms.

In addition, by establishing general signatures of
clean files, deviations from these signatures gressible
sign of steganographic embedding.  While specific
steganography algorithms would have specific denat
any deviation raises the possibility of a hidderssage.
This holds the very exciting potential to transcethd
current fragile nature of modern steganalysis mal be
possible to identify that a file has a hidden mgesa&ven
if it is hidden using a new, previously unseen
steganography algorithm.
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