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ABSTRACT
Sustainable Open Source Software (OSS) projects are characterized by the ability to attract new project members and maintain an energetic project community. Building sustainable OSS projects from a nascent state requires effective project governance and socio-technical structure to be interleaved, in a complex and dynamic process. Although individual disciplines have studied each separately, little is known about how governance and software development work together in practice toward sustainability. Prior work has shown that many OSS projects experience large, episodic changes over short periods of time, which can propel them or drag them down. However, sustainable projects typically manage to come out unscathed from such changes, while others do not. The natural questions arise: Can we identify the back-and-forth between governance and socio-technical structure that lead to sustainability following episodic events? And, how about those that do not lead to sustainability?

From a data set of social, technical, and policy digital traces from 262 sustainability-labeled ASF incubator projects, here we employ a large-scale empirical study to characterize episodic changes in socio-technical aspects measured by Change Intervals (CI), governance rules and regulations in a form of Institutional Statements (IS), and the temporal relationships between them. We find that sustainable projects during episodic changes can adapt themselves to institutional statements more efficiently, and that institutional discussions can lead to episodic changes intervals in socio-technical aspects of the projects, and vice versa. In practice, these results can provide timely guidance beyond socio-technical considerations, adding rules and regulations in the mix, toward a unified analytical framework for OSS project sustainability.

I. INTRODUCTION
Sustainable Open Source Software (OSS) projects are characterized by volunteering work, continuous recruitment, and effective governance. However, even OSS projects that are widely used by many, including large companies and national governments, may not attract the attention and resources they need, resulting in unsustainable development and potentially severe consequences downstream [2], [12]. E.g., on December 9th, 2021, the Apache Log4j project was reported to have a severe security vulnerability, likely due to being severely under-resourced, affecting countless individuals and organizations. One day later, US government officials assigned the highest severity score for the Log4j incident [1].

While not all OSS projects that are unsustainable will have such drastic consequences, many of them that depart from a sustainable trajectory suffer the ‘tragedy of the commons’ or even get abandoned. This is due to a complex set of circumstances making it challenging to pinpoint and mitigate. On the one hand, software engineering researchers have favored a socio-technical perspective of OSS projects, using email communication and code commits to build socio-technical representations [43], [20], [13]. On the other hand, management science researchers have studied episodic changes in organizations and sustainability for governing the commons, including forests, marine, and fisheries, through the lens of institutional written or unwritten norms, rules, and regulations [44], [3]. By and large, these two perspectives on sustainability have not been fruitfully combined, and very little is known about how effective governance and software development work together in practice toward sustaining OSS projects. But we do have an example that clearly demonstrates how changes in self-governance can change the trajectory of project sustainability.

Motivating Example In Dec 2018, the Apache Software Foundation incubating project OPENWHISK was experiencing a hard time: the number of active developers dropped from 35 to 17 in only a few months. Had such a downturn continued, the project could have gotten abandoned and finally retired from the ASF incubator. Fortunately, a developer started an email thread, noting that there had been insufficient engagement in running the project: ‘I’ve done the release manager role for package release so far, but to me it seems that our release process is being impeded by a lack of engagement from eligible voters on the IPMC mailing list.’ This email thread acted to incentivize others to get positively engaged ‘I will reflect this in the quarterly report ... The IPMC is aware of the issue and is currently doing something about that.’ In the months that followed, the project was discussing how to get back on the sustainable trajectory, and finally decided to continue its development by enforcing regulations. ‘I would like to see us push out a consolidated next release in the near future (by end of January?).’ I’d also like to see us attempt

1Log4j incident post: https://nvd.nist.gov/vuln/detail/CVE-2021-44228
to establish a regular cadence of such consolidated releases (perhaps quarterly?). During this change event, the number of developers grew from 17 to 28; so did the commits and engagement on the mailing list. Later, the project graduated from the incubator in 2019.

We see in the above that discussions related to norms, rules, and regulations can trigger changes in the software development process, leading to corrections in the OSS project trajectories. We also suspect that OPENWHISK is not the only such example. Prior work has shown that many ASF incubator projects experienced large changes in their socio-technical structure, over short periods of time [53]. Projects with effective governance are more likely to come out unscathed from such large changes, while others do not, implying that governance may be a catalyst to sustainability [52].

Inspired by the above example and prior work, our hypothesis is that concerted institutional discussions can lead to large changes in the underlying socio-technical structure. Symmetrically, changes in the projects’ socio-technical structure may require modified rules or institutional governance to be compatible with the new structure. To validate our hypothesis, in this work we chose a set of 262 Apache Software Foundation (ASF) incubator projects. The ASF incubator is a well-known pioneer and champion for open source. It hosts hundreds of OSS projects, striving to nurture sustainable communities in each project through ASF-wide mechanisms, including a set of institutional policies and governance. When a project exits the incubator, each project is evaluated and labeled as graduated (sustainable) or retired (unsustainable) by ASF committees. Such an extrinsic labeling is essential to understanding sustainability. Just as importantly, the openness and completeness of the ASF mailing lists (ASF’s tenet is ‘If it didn’t happen on the mailing list, it didn’t happen’), makes the ASF incubator a key resource for studying OSS sustainability from both the socio-technical, software engineering and the institutional governance perspectives.

Starting from a data set of social, technical, and policy digital traces from 262 sustainability-labeled ASF incubator projects, and guided by related social and organizational theories, here we sought to study the more specific hypothesis:

Sustainable projects can process and translate self-governance rules and policies into socio-technical changes, and vice versa, more effectively than unsustainable projects.

To that end, we employ a large-scale empirical study to characterize sustainable and unsustainable projects by matching episodic changes in their socio-technical structure to evidence of institutional discussions. We operationalize this by matching episodic time-series events, i.e., Change Intervals (CI) in the socio-technical structure, to sentence-level institutional discussions, i.e., Institutional Statements (IS), as well as the temporal relationships between them. We develop a framework for simultaneous, socio-technical and institutional, analysis of OSS projects, with a view to describing and understanding a process affected by both, namely, projects gaining self-sustainability and self-government and eventually graduating from the ASF incubator. Our findings are as follows:

- We can effectively identify episodic Change Intervals (CI) in the socio-technical structure, and they tend to be temporally co-located with Institutional Statements (IS);
- CIs have effects at both individual-level and project-level, and such effects vary across both agents and projects with different levels of sustainability;
- During episodic changes, sustainable (i.e., ASF incubator graduated) projects can convert institutional rules into practice more efficiently than other projects.

To the best of our knowledge, this work is among the first to attempt to study the structural changes in OSS projects and their self-governance under a unified analytical framework. We are hopeful that refining this convergent approach, of socio-technical and institutional analyses, will lead to new ways of thinking about and analyzing emergent properties in modern software engineering such as OSS sustainability.

II. BACKGROUND AND THEORETICAL FRAMEWORK

This section introduces the background and social theories pertinent to OSS governance and sustainability.

A. Theory of Governing the Commons

A major portion of Ostrom’s Nobel Prize-winning work [31] investigated how individuals collaborate and create self-governing institutions in natural resource settings [47], e.g., water [6], marine [21], and forest [18]. However, in practice, individuals who cannot be easily excluded from the use of shared natural resources often have little incentive to contribute to the production or maintenance of these resources [30], [37]. This refers to the ‘Tragedy of the Commons’ [33], and these individuals are often referred to as free-riders in natural resource commons settings [30], [37].

In the OSS context, OSS code is clearly an inexhaustible resource to users: it can be copied over and over. However, there are exhaustible (limited) resources in OSS commons, e.g., developer’s efforts. But there is also maintenance that is regularly needed, e.g., on defects, technical debt, etc. The combination of limited developer effort available and the need to keep technical debt low produces situations similar to the tragedy of the commons, since developers find building new features more rewarding than performing code maintenance or fixing bugs in OSS projects. In that sense, OSS free-riders, would be those favoring feature development over fixing bugs.

Over the course of a lifetime, Ostrom demonstrated through hard work in the development of self-governing institutions that communities can avert such tragedy [31]. This was accomplished primarily through the introduction and evolution of the Institutional Analysis and Development (IAD) framework [52]. We and others before us have realized Ostrom’s formalism is appropriate for analyzing OSS commons [19], [23], [40], where exogenous factors are: the socio-technical context as community attributes, ASF’s and project-specific regulations as the rules-in-use, and the biophysical conditions...
correspond to software artifacts being developed. The action arena consists of OSS contributors and action situations. Of course, sometimes the concepts fit very well, and other times, as in our answer about free-riders above, the concept matching is more distant, and that’s where our current and future work lies: in extending IAD and Ostrom’s rules to OSS ecosystems. However, even if over-appropriation may not be a problem for OSS, the tragedy of the commons can still happen in the OSS context, and OSS sustainability lies at the core of the solution. Such tragedy arises when there are free-riders who do not provide sufficient work on development and maintenance while taking the spot, therefore, the project cannot achieve the functionality and use intended, and thereafter becomes abandoned [39].

B. Organizational Change Theory

One can gain a more comprehensive understanding of the nuances of organizational change through the interaction between different perspectives, because every theoretical perspective provides a partial account of a complex phenomenon [50]. Here we present three main pillars of organizational change theory.

Episodic Change Organizational changes are viewed as episodic changes when they occur infrequently, discontinuously, and intentionally [14]. Organizations tend to undergo episodic change during periods of divergence when they move away from their equilibrium condition [50]. Developing divergence results from a growing misalignment between an inertial deep structure and perceived environmental demands.

Agents During organizational change, influencers who are committed to change are viewed as change agents. With their charisma and fortitude, such agents motivate and lead their teams by engaging them in the change process. These kinds of leadership pedigrees can be found in two types [26]. The first type of agent uses power as a means of rewarding and sanctioning their staff. The second type of agent has the trust of their staff, and in these cases charismatic agents can successfully influence others to follow their commands.

Resistance In effect, episodic changes in an organization can cause employees’ resistance in the workplace [48]. Piderit et al. [34] claim that people tend to stay unchanged in their workspace, as their primary responsibility might be the welfare of their families. Therefore any organizational change that is going to impact that reality is going to encounter some kind of resistance if the employees are not involved in the change process. As such, successful organizational adaptation is increasingly reliant on generating employee support and enthusiasm for proposed changes, rather than merely overcoming resistance [34].

C. Socio-Technical System Theory

OSS projects, and the socio-technical side of software engineering in general, have dominated the analysis for a long time through organizational and socio-technical perspectives [5], [25], [41], [9]. Social-technical systems (STS) consist of two main components: the social part, where users continuously create and share knowledge by engaging in various kinds of interactions with one another [11], and the technical part, where they rely on technical hardware to accomplish collective tasks [49], [7], [38]. STS is typically referred to when examining how a technical system is able to provide efficient and reliable interaction between individuals. In addition, it examines how the social subsystem is affected by interactions and therefore influences the performance of the technical system [22], [17]. One might also describe STS as an intermediary entity that transfers institutional influence to individuals, combining the views of engineers and social scientists [36]. Xuan et al. [51] propose a method to measure the interleaving effects between email communications and code commits in OSS projects, and they find that bursts in communications before and after code commits are essential for effective software development. From the STS perspective, the ASF community is a unique system that has both outside influence regulations from the ASF board and members and inside structure managed or self-governed committees.

III. Research Questions

In the previous section, we reported that a variety of scholars have utilized a socio-technical approach to analyze complex collective behaviors in OSS projects. We also described how institutional analysis is useful in understanding institutional governance under the context of digital commons (i.e., OSS projects). Moreover, prior work has shown that episodic changes to the socio-technical network can be indicators of changes in project sustainability [53]. As a first step to linking such changes to their antecedents in institutional discussions, we focus on the methodology for identifying large changes in socio-technical features, over time. We ask:

RQ1: Are there episodic changes in the socio-technical structure of projects during their incubation? Likewise, can we identify discussions related to policy and governance?

As predicted by organizational change theory, episodic changes are associated with agents and will be reflected in some form of resistance (e.g., negative developers’ engagement, responsiveness, and sentiment). We ask:

RQ2: Is there significant resistance evident in policy/governance-related discussions associated with episodic change? How do they differ between sustainable projects and others?

Per institutional analysis theory, strategies, norms, and rules can affect the socio-technical structure of projects. In addition, institutional governance and organizational structure must work hand-in-hand to make viable socio-technical systems. Ill-designed institutional arrangements can introduce inefficiencies into the system, which may amplify non-standard behavior and structure. In a sustainable system, an ill-formed institutional arrangement can affect the socio-technical structure of projects. In addition, institutional governance and organizational structure must work hand-in-hand to make viable socio-technical systems. Ill-designed institutional arrangements can introduce inefficiencies into the system, which may amplify non-standard behavior and structure. In a sustainable system, an ill-formed institutional arrangement can affect the socio-technical structure of projects. In other words, such influential links from institutional design to the organizational structure can be, in fact, bi-directional. Most such changes will motivate some and demotivate other
developers, which will manifest as variable sentiment in their communication.

Thus, we hypothesize that the feedback loop, if any, between institutional governance and organizational structure can be quantitatively measured and associated with overall sentiment. We ask:

RQ3: What are the associations between episodic change direction (i.e., up-turns and down-turns) in socio-technical structure and the sentiment in IS-related discussions?

In the following section, we introduce the methodologies approaching the above three research questions.

IV. DATA AND METHODS

In this work, we leverage a previously published data set [54] consisting of hundreds of Apache Software Foundation Incubator projects. ASF Incubator (ASFI) aims to help projects become self-sustaining and eventually join ASF [42]. The incubation outcome is two-fold: One is graduation indicating that the project has a self-sustainable community to move it forward, otherwise the project is retired.

On the data end, in addition to the previously published data set, we gather complementary time-stamped trace data of commits and emails using PERCEVAL [15]. To reduce the noise caused by outliers in email data, we removed bots’ automated emails by applying regular expressions to email titles and content. Similarly, for commit data, we use GitHub Linguist and identify 731 collective programming language and markup file extensions to remove non-coding commits (e.g., committed to files with extension .json, .jpg, .png, etc.). Our final data contains 262 projects, among them, 205 are graduated projects, and 57 projects are retired. In total, we collect 1,548,807 email records from 42,191 unique emails contributors, and 359,297 commit records from 5,931 unique ASF committers.²

A. Constructing Socio-technical Networks

Studies of complex systems, such as OSS projects, have largely relied on network science approaches [14, 46, 24]. As socio-technical networks can contain both information about the components (i.e., the nodes) and the interactions between the components (i.e., the edges), we use them here as abstraction anchors. In this work, the socio-technical networks consist of two types of networks [27]: social networks, which are extracted from their email communications, and technical networks, based on commits to source files. At each month in incubation, for each project, we form social networks (weighted directed graphs) from the communications between developers as follows: developer A has a directed edge to developer B only if B has replied to A’s post on the mailing lists during that month. The edge weight represents the frequency of communication between two developers. The technical weighted bipartite graph is formed in a similar way. We include an undirected edge between developer A and a source file F if developer A has committed to file F during that month. Each edge is weighted according to the frequency at which it is committed to the source file. We use the Python networkx package for the network implementation.

B. Identifying Institutional Statements (IS)

Through the lens of open-access email discussions among ASF committers, ASF mentors, and other types of contributors, we can then capture their institutional designs in the form of ISs.

Definition of Institutional Statement (IS). We refer to a sentence-level institutional discussion as an Institutional Statements (IS). For example, on 24 Feb 2017, an ASF incubator project Airflow sent out an email containing institutional statements “Next steps: 1) will start the voting process at the IPMC mailing list. ... So, we might end up with changes to stable. ... 2) Only after the positive voting on the IPMC and finalisation I will rebrand the RC to Release.” In short, norms, rules, and strategies are outlined as prescriptions and constraints that mobilize and organize actors for collective action in a form of institutional statements. To extract IS from the email corpus, we leverage previous work on institutional analysis [52]. As there is no ground truth for institutional statements to train the IS classifier, they first hand-annotated a small subset of the data for IS as follows. Using a random subset of 313 email threads from incubator project lists, two coders classified each sentence in them as either ‘IS’ or ‘Not IS’ according to whether it came from an institutional statement or not, which results in 6,805 labeled sentences (i.e., ‘IS’ or ‘Not IS’), and there were 273 of them labeled as IS.² They combined the email exchange data set to fine-tune a BERT-based classifier [10], for automatic detection of ISs. In the end, given the fact that ISs are rare (there are only about 5% emails contain ISs), and the task naturally is challenging, the classifier achieved a precision score of 0.667, recall score of 0.681, and F1 score of 0.674 on classifying institutional statements, showing the classifier is able to extract ISs from developer email exchanges.

C. Identifying Change Intervals (CI)

Organizational changes are categorized as episodic changes when they occur infrequently, discontinuously, and intentionally. When studying the dynamics of socio-technical systems, prominent changes in socio-technical network variables that intuitively mark critical events are particularly relevant.

Definition of Change Intervals (CI). We refer to the time periods (in months) during which these episodic changes occur as Change Intervals (CI). We use the Cumulative Sum (CuSum) algorithm to detect these change intervals with the package DETECTA. CuSum algorithm is a widely used method for monitoring abrupt changes in time-series data [16]. A typical form of CuSum algorithm is to calculate the cumulative sums in positive and negative directions along an axis of the data and mark an alarm point when reaching some threshold c. DETECTA can extract the increasing/decreasing change interval containing an alarm point. It also uses a drift parameter,

²Our code is available at Zenodo: https://doi.org/10.5281/zenodo.6526833
³Coding manual: https://doi.org/10.5281/zenodo.7042616
denoted by $d$, to penalize a long, flat drift. Our parameter selection procedure on $c$ and $d$ respects the diverse properties of different projects. Specifically, for a socio-technical variable, each project gets its unique pair of $c$ and $d$, calculated based on the project’s fluctuation level. In the procedure, we first calculated the pairwise differences ($\lvert x_i - x_j \rvert$, where $x_i$ is the data point at time $t = i$) in the data for each project. Then, within each project, we took the ratio between the mean $\mu^*$ of the largest 20% of the pairwise differences and the overall mean $\mu$, denoted by $p = \frac{\mu^*}{\mu}$. This ratio $p$ from all projects formed a distribution $P$ which provides a comprehensive view of the extent to which large changes in these projects outstrip project averages. From distribution $P$, we select a value for the base parameter $p_0$, which is used to generate unique $c$ and $d$ for each project, with the equations: $c = p_0\mu$ and $d = 0.1c$. To restrict the $Type I$ error rate, we conservatively set $p_0 = P_{0.75}$, where $P_{0.75}$ is the 75th percentile of $P$. We demonstrate an exemplary CI in Figure 1.

D. Variables of Interest

§ Socio-technical Recent work shows that the network modeling is exhibiting high predictive power for OSS success and sustainability [25]. Our socio-technical network variables are pulled from a recent study on forecasting the sustainability of OSS projects [53]. All metrics are aggregated on a monthly basis for each project. In total, we have ten socio-technical network variables. The first five are in the social network: (1) number of nodes $s_{num\_nodes}$ indicates the unique active developers in social networks; (2) average clustering coefficient $s_{avg\_clustering\_coef}$ describes the linkage of a node to its neighbors, measured by the closed triplets divided by all triplets; (3) number of components $s_{num\_component}$ is the total number of disconnected components in the social networks; (4) weighted mean degree $s_{weighted\_mean\_degree}$ represents the mean degree of the social networks; (5) graph density $s_{graph\_density}$ measures the density of the network, calculated as the number of existing edges divided by the number of all possible edges; And the other five variables in the technical network are: (6) number of developer nodes $t_{num\_dev\_nodes}$ is the number of unique developers in the technical networks; (7) number of nodes $t_{num\_file\_nodes}$ is the number of unique coding files; (8) number of developers per file node $t_{num\_dev\_per\_file}$ measures the degree of collaborative behaviors; (9) number of files per developer node $t_{num\_file\_per\_dev}$ describes the degree of multitasking behaviors; (10) graph density $t_{graph\_density}$ represents the density of the network, calculated as the number of existing edges divided by the number of all possible edges in the technical networks.

§ Institutional In addition to institutional discussions, we define the variables indicating agents and resistance during episodic changes. First, the change agents are categorized into three classes below: (a) Mentors, who give mentorship to projects and help them grow and build their community toward sustainability. Mentors may intervene in the projects if the projects are not progressing well. (b) Committers, who are the major component of the workers for building the artifact. In a project, an individual becomes a committer until they make their first actual code commit to the code base. (c) Contributors, who present the largest population in the community. Contributors are the individuals who are neither mentors nor the committer, i.e., they do not contribute code changes nor mentor the projects. However, contributors are essential to OSS sustainability. They can be helpful in the sense of non-code contributions, e.g., writing documentation, testing, and providing feedback. As predicted by the institutional change theory, during episodic changes, certain resistance may occur in the organization. Resistance measures are calculated on a monthly basis. (a) Responsiveness. Responsiveness is the first level of resistance by slowing down their work pace. It is measured by the average delay time (in days) when agents reply to previous IS-related emails. (b) Engagement. Engagement is the second level of resistance by not participating in certain discussions. It is calculated by the average number of emails the agent engaged in. (c) Negativity. Negativity is the third level of resistance and it carries the opposite information to the discussion. It is measured by calculating the number of negative emails over all emails. Since the negative content is much zero-inflated, we only look at the top 20% negative periods in our data, and use the Mann-Whitney U test to test the shift in means. We summarize the above variables in Table I.

E. Sentiment Detection

To detect the sentiment in institutional discussions, we use the state-of-the-art NLP model from package PYSENTIMENTO to extract opinions from texts [35], which first came out in 2021. The base model is BERTweet, a RoBERTa model [28] trained on tweets, which is designed to handle sentiment and emotion analysis tasks in social discussions [29]. In our setting, the task is to extract sentiment from the discussions about institutional statements, we find that such a task is suitable to use BERTweet since the institutional statements are similar to open discussions in tweets. Previous work, Senti4SD [8], aims to address sentences like ‘kill this process’ under code-mixed software engineering context. Despite the fact that Senti4SD is trained within software engineering context. We believe that the BERT-based PYSENTIMENTO model is, arguably, more suitable for our task, as discussions...
### TABLE I
**Definition of variables.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social-technical</td>
<td>s_num_nodes</td>
<td>The number of unique active developers in the social network.</td>
</tr>
<tr>
<td></td>
<td>s_num_component</td>
<td>The total number of disconnected components in the social network.</td>
</tr>
<tr>
<td></td>
<td>s_graph_density</td>
<td>Density of the social network as the number of existing edges divided by all possible edges</td>
</tr>
<tr>
<td></td>
<td>s_avg_clustering_coeff</td>
<td>The average clustering coefficient as the ratio of closed triplets divided by all triplets.</td>
</tr>
<tr>
<td></td>
<td>s_weighted_mean_degree</td>
<td>The mean degree of the social network.</td>
</tr>
<tr>
<td></td>
<td>t_num_dev_nodes</td>
<td>The number of unique developers in the technical network.</td>
</tr>
<tr>
<td></td>
<td>t_num_file_nodes</td>
<td>The number of unique source code files in the technical network.</td>
</tr>
<tr>
<td></td>
<td>t_num_dev_per_file</td>
<td>The degree of developer collaborations as the number of developers per file node.</td>
</tr>
<tr>
<td></td>
<td>t_num_file_per_dev</td>
<td>The degree of multitasking as the number of files per developer node.</td>
</tr>
<tr>
<td></td>
<td>t_graph_density</td>
<td>Density of the social network as the number of existing edges divided by all possible edges</td>
</tr>
<tr>
<td>Institutional:Agents</td>
<td>Mentor</td>
<td>Person who mentors projects and helps them grow a sustainable community.</td>
</tr>
<tr>
<td></td>
<td>Committer</td>
<td>Person who commits and reviews code changes.</td>
</tr>
<tr>
<td></td>
<td>Contributor</td>
<td>Person who contributes through non-coding activities, e.g., providing user feedback.</td>
</tr>
<tr>
<td>Institutional:Resistance</td>
<td>Responsiveness</td>
<td>The average delay time (in days) for agents to reply to IS-related emails.</td>
</tr>
<tr>
<td></td>
<td>Engagement</td>
<td>The average number of emails that an agent engages in.</td>
</tr>
<tr>
<td></td>
<td>Negativity</td>
<td>The number of negative emails over all emails for each agent.</td>
</tr>
</tbody>
</table>

We have shown descriptive statistics about the detected change intervals, in the following sections we will show how to use the CI and IS more practically.

**RQ1 Summary:** We showed that most change intervals tend to occupy about 20% of the projects’ incubation time. We demonstrated that graduated (i.e., sustainable) projects have more institutional statements and shorter change intervals than retired (i.e., unsustainable) projects.

**RQ2 Summary:** Are there significant resistances in IS-related discussions associated with episodic change? How do such temporal patterns differ across graduated and retired projects?

As predicted by institutional change theory, during an episodic change in the project’s organizational structure, the OSS volunteers may incur an extra workload. In addition, different agents have varying levels of importance during episodic change, and in reverse, they are influenced by episodic change differently, i.e., resistance to change. In this section, to study the association between institutional statements and episodic change intervals, we dive deeper into three aspects at the project level: responsiveness, engagement, and negativity with respect to the change interval. Together, they represent three different levels of observable resistance in projects. Here, we only measure such change regarding IS-related discussions, that is, only the email exchanges containing IS are included. The three resistance measures are defined in Sect. IV-D.

We show the response delay over three periods, i.e., one month before the episodic change (pre-CI), during the episodic change (within-CI), and one month after the episodic change (post-CI) in Figure 4. All values are normalized as per month and aggregated by groups. The result of the Mann-Whitney U test suggests that there exists a significant increase in the means of response delay (in days) from pre-CI to within-CI.
and from within-CI to post-CI periods, for both contributors and mentors, with p-value <.001. We find that the shift in committers’ responsiveness is much lower and insignificant from pre-CI to within-CI period than contributors and mentors, suggesting the episodic change has a more significant effect on contributors and mentors, rather than committers, in terms of responsiveness. A possible reason for this phenomenon is the fact that committers are required to maintain a consistent commitment to development even during episodic changes.

Next, we look at the second level of resistance, engagement. As a reminder, the engagement is quantified by the number of IS-related emails for each type of agent engaged per month. The engagement indicates the level of participation in institutional issues (e.g., regulation, rules, and norms) within the projects. Unlike the responsiveness index, agents can refuse to engage in certain IS-related issues during an episodic change period, and such reactions, if significant, should be observable via statistical analysis. As shown in Figure 5, the Mann-Whitney U test suggests that the engagement of all three types of agents in IS-related discussions is significantly reduced during the episodic change with p-values <.001. Combined with the results of responsiveness in Figure 4, we consider one possible reason for this to be that committers are not slowing down because they are more focused on specific types of issues, allowing them to remain an almost constant response rate in those. On the other hand, mentors are the delegates of regulations in projects but not the stack-holder, therefore, they only need to attend to certain IS-related issues if projects are progressing well.

For the last attribute, we look at the negativity. The negativity index is calculated for all types of agents by the number of negative emails over all emails on a monthly basis. We measure how much agents oppose IS-related issues before, during, and after episodic changes. As shown in Figure 6 we measure such changes in the pre-, within-, and post-change interval periods. We find that three agents exhibit three different patterns in the negativity measure. Committers have a significant negativity increase between pre-CI and within-CI period, as suggested by the Mann-Whitney U test with p-value <.001. Moreover, we find that the mentors tend to be, in general, more negative than both committers and contributors regarding IS-related issues. In addition, contributors have steadily increasing shifts in negativity and much more outliers, while mentors have a significant increase in negativity only from within-CI to the post-CI period. There are the following possible reasons for this phenomenon: (1) Committers are the stakeholders, and they are the ones that will follow the regulations and norms, imposing episodic changes will shift them to be more negative on discussing IS-related issues. (2)
Contributors are more of a customer of OSS rather than a producer, they are the less conservative people in the projects, and they are more likely to complain about regulations and rules they do not want to have, therefore, forming outliers. (3) Mentors’ criticism is followed by the episodic changes, while during the episodic changes they tend to be more supportive of the team and help the community go through the changes.

In addition to time intervals around episodic changes, we also study the influence of episodic changes vary across projects with different sustainability levels, i.e., graduated and retired projects. As shown in Figure 7 for responsiveness, we find that there are significant differences in means between graduated projects and retired projects in contributors and mentors, but not committers, with \( p \)-value < .001. The possible reason for this phenomenon is the fact that ASF committers in both graduated and retired projects are almost equally responsive to issues. In addition, graduated projects have a more diverse community that can respond to issues more promptly, while retired projects may have a limited size of community members who work from the same time zone.

Then, we show that there exists a significant difference in committers’ and contributors’ engagement between graduated and retired projects (\( p \)-value < .001), as shown in Figure 8. The committers, as expected, have a higher level of engagement (the means in graduated and retired projects are 4.47 and 3.58, respectively), suggesting that developers in graduated projects are more interested in discussions regarding community building on institutional governance.

As shown in Figure 9 we find that both committers and contributors in retired projects are significantly more negative to IS-related discussions as compared to graduated projects. It suggests that in the retired projects, there is no capacity for people to move their projects forward regarding building up regulations and rules, i.e., committers in retired projects are ‘burn-out’ when they keep up the same response rate in graduated projects.

**RQ: Summary:** We find that, around change intervals, there exist certain resistances, and they vary across different types of agents. E.g., contributors and mentors become more negative while committers are less negative after episodic changes while. In addition, in retired (unsustainable) projects, contributors and mentors exhibit lower response rates; committers and contributors are much less engaged and more negative.

C. Case study: Association between episodic change and institutional statements

To communicate concretely how the institutional and socio-technical dimensions interact within ASF ecosystem, we showcase two diverse instances of their mutual interrelationship.

§ Case A: From IS to CI. Calcite (former Optiq) is a project migrated to Apache Incubator from another platform. From the initial months since Calcite was accepted into Apache Incubator, we detected a series of IS preceding a sharp increasing CI in the average social network clustering coefficient (\( s_{avg\_clustering\_coef} \)), which reflects a growth in the connectivity between people in the project’s
social network. After closely examining the IS, we found that this IS-CI interrelationship revealed meaningful events.

In June 2014, the second month since their migration, the developers started arranging online meetings and calling for connections as an effort to adapt to the new community and its workflow. Below are examples of such IS from two of the developers, Dev$_1$ and Dev$_2$:

Dev$_1$ “I’d like to hear from people across the community, users as well as developers, people who have contributed a two-line patch six months ago as well as people who check-in daily. ... I propose that we have an online meeting to introduce ourselves, using Google hangouts. I’d especially like to meet people who would like to get involved by writing documentation, blog posts, and testing.”

Dev$_1$ “We can discuss at the online meeting. I volunteer to write a draft report on Monday.”

Dev$_2$ “Before we start opening issues there, I would like to discuss here if you want to import the GitHub issues into JIRA.”

Shortly after, in July 2014, another IS shows that Dev$_1$ proposed for their first and subsequent releases on Apache:

Dev$_1$ “Optiq has been releasing regularly, but it is important that Optiq soon makes an initial release under the Apache process.”

Following these IS, from July to October 2014, the project’s social network connectivity skyrocketed. An explanation of this CI is that the project was under its migration process to the Apache platform. Instead of gradually building up a community, a migrated project like Calcite transferred its established community to the new platform within a relatively small amount of time. Moreover, the initiation of regular releasing also triggered interactions and enhanced this surge.

§ Case B: From CI to IS. From March to May 2016, the Quickstep project experienced sharp growth in its number of developers ($t_{num\_dev\_nodes}$) as indicated by our change detection results. Immediately after this CI, in June 2016, we detected a cluster of IS. This CI-IS interrelationship helped us locate a notable phase of the project when developers started to raise concerns in response to their rapidly growing community.

A developer first expressed their concern about the lack of on-list discussion in opposition to the frequent development activities with the following IS: “There seems to be quite a lot of work happening on project, but I can’t figure out where the design discussions and decisions are being made... Where are design discussions happening? Does the team have a weekly or daily meeting? I ask because if discussions are happening off-list, and in particular if decisions are being made off-list, the project is not attractive to outsiders...”.

In a separate discussion thread, the developer also suggested that a clear criterion and process regarding committer election was needed and favorable to attracting and retaining committers with the following IS: “You, as a PMC, should decide what are the criteria & process for making someone a committer... Electing committers is a consequence of a successful strategy for growing community, and helps further that growth.”

D. RQ$_3$: What are the associations between episodic change direction and the sentiment to IS-related discussions?

In previous RQs, we conducted exploratory and qualitative studies of project discussion and dynamics around episodic changes. In this section, we triangulate those with quantitative studies, to understand the pre-cursor to episodic changes in terms of the sentiment in IS-related discussions, and vice versa. Such an approach enables us to understand how episodic changes in organizational structure features can introduce sentiment shifts in discussions on rules and regulations, and vice versa.

We present the occurrences of a 4-way combination of CI and IS in the table for both graduated and retired projects, as shown in Table III. Each row represents a feature in the socio-technical system, while each column stands for a specific case in the association from Change Interval (CI) to Institutional Statements (IS), and vice versa. For example, the column entitled CI$^+$IS$^+$ indicates that there is an increasing trend in a feature that serves as a precursor to positive IS discussions in the following month. CI can be either increasing (+) or decreasing (-), and the sentiment is either positive (+) or negative (-). For measuring the sentiment of IS discussions in respective months, we aggregate the sentiment across all IS discussions and get the majority sentiment.

For graduated projects, as shown in Table III, we find that the number of nodes ($s_{num\_nodes}$) in social networks accounts for most types of occurrences of CI and IS (168), suggesting that graduated projects are experiencing episodic changes with respect to the total number of active developers in social networks. We continue to use the tables in practice. The tables can also help us understand what is the precursor to positive/negative discussion in IS-related discussions, i.e., agreement/disagreement to rules and regulations. E.g., to find out the episodic change of which socio-technical feature is more likely to be followed by positive discussions, we can focus on the first 4 columns, e.g., CI$^+$IS$^+$, CI$^+$IS$^-$, CI$^-$$IS^+$, and CI$^-$$IS^-$, and then calculate the ratio of the cases having IS$^+$ as the outcome, shown as the values in parentheses. In the case of graduated projects, it shows that a positive sentiment followed by an increasing episodic change in $s_{num\_nodes}$ has the highest ratio of 64%, suggesting that we can make people more positive about regulations and rules by recruiting more new-comers on the mailing list. One reason for this result is the fact that the newcomers are not the stakeholders, and they are more open to rules and norms.

As another use case of this table, we can ask the following question: What are the effects that sentiment has on the change interval of the number of unique committers ($t_{num\_dev\_nodes}$)? From Table III for retired projects, we find that the ratios of having positive sentiment and negative sentiment followed by an increasing trend of $t_{num\_dev\_nodes}$ are 29% to 7%, respectively. It suggests that, in retired projects, odds of positive sentiment on IS-related discussions to attract new committers are more than four times than negative sentiment.
TABLE II

<table>
<thead>
<tr>
<th>Status</th>
<th>Feature</th>
<th>CI+ × IS+</th>
<th>CI+ × IS−</th>
<th>CI− × IS+</th>
<th>CI− × IS−</th>
<th>CI+ × CI−</th>
<th>CI− × CI+</th>
<th>CI− × CI−</th>
<th>IS− × IS−</th>
<th>IS− × CI−</th>
<th>IS− × CI+</th>
<th>IS+ × CI−</th>
<th>IS+ × CI+</th>
<th>IS− × IS−</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduated</td>
<td>s_avg_clustering_coef</td>
<td>101 (0.48)</td>
<td>13 (0.06)</td>
<td>78 (0.37)</td>
<td>20 (0.09)</td>
<td>67 (0.39)</td>
<td>85 (0.49)</td>
<td>8 (0.05)</td>
<td>12 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_graph_density</td>
<td>41 (0.25)</td>
<td>11 (0.07)</td>
<td>91 (0.55)</td>
<td>23 (0.14)</td>
<td>35 (0.32)</td>
<td>57 (0.52)</td>
<td>9 (0.08)</td>
<td>8 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_num_component</td>
<td>50 (0.49)</td>
<td>5 (0.05)</td>
<td>43 (0.42)</td>
<td>4 (0.04)</td>
<td>50 (0.49)</td>
<td>45 (0.44)</td>
<td>3 (0.03)</td>
<td>5 (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_num_nodes</td>
<td>167 (0.64)</td>
<td>26 (0.1)</td>
<td>57 (0.22)</td>
<td>11 (0.04)</td>
<td>127 (0.6)</td>
<td>63 (0.3)</td>
<td>12 (0.06)</td>
<td>11 (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_weighted_mean_degree</td>
<td>94 (0.51)</td>
<td>13 (0.07)</td>
<td>67 (0.36)</td>
<td>12 (0.06)</td>
<td>80 (0.49)</td>
<td>68 (0.42)</td>
<td>7 (0.04)</td>
<td>8 (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_graph_density</td>
<td>83 (0.45)</td>
<td>7 (0.04)</td>
<td>84 (0.46)</td>
<td>9 (0.05)</td>
<td>59 (0.45)</td>
<td>51 (0.39)</td>
<td>11 (0.08)</td>
<td>9 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_dev_nodes</td>
<td>138 (0.62)</td>
<td>20 (0.09)</td>
<td>55 (0.25)</td>
<td>8 (0.04)</td>
<td>92 (0.56)</td>
<td>58 (0.35)</td>
<td>9 (0.05)</td>
<td>6 (0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_dev_per_file</td>
<td>104 (0.61)</td>
<td>14 (0.08)</td>
<td>47 (0.27)</td>
<td>6 (0.04)</td>
<td>49 (0.46)</td>
<td>43 (0.4)</td>
<td>11 (0.1)</td>
<td>4 (0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_file_nodes</td>
<td>73 (0.51)</td>
<td>10 (0.07)</td>
<td>48 (0.34)</td>
<td>12 (0.08)</td>
<td>60 (0.47)</td>
<td>52 (0.41)</td>
<td>10 (0.08)</td>
<td>5 (0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_file_per_dev</td>
<td>62 (0.44)</td>
<td>8 (0.06)</td>
<td>62 (0.44)</td>
<td>10 (0.07)</td>
<td>49 (0.4)</td>
<td>54 (0.45)</td>
<td>11 (0.09)</td>
<td>7 (0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>s_avg_clustering_coef</td>
<td>38 (0.54)</td>
<td>8 (0.11)</td>
<td>19 (0.27)</td>
<td>5 (0.07)</td>
<td>30 (0.39)</td>
<td>33 (0.43)</td>
<td>4 (0.05)</td>
<td>9 (0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_graph_density</td>
<td>17 (0.35)</td>
<td>7 (0.15)</td>
<td>20 (0.42)</td>
<td>4 (0.08)</td>
<td>25 (0.45)</td>
<td>21 (0.38)</td>
<td>8 (0.15)</td>
<td>1 (0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_num_component</td>
<td>18 (0.56)</td>
<td>2 (0.06)</td>
<td>10 (0.31)</td>
<td>2 (0.06)</td>
<td>15 (0.39)</td>
<td>16 (0.42)</td>
<td>4 (0.11)</td>
<td>3 (0.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_num_nodes</td>
<td>35 (0.39)</td>
<td>12 (0.13)</td>
<td>32 (0.36)</td>
<td>10 (0.11)</td>
<td>32 (0.37)</td>
<td>40 (0.46)</td>
<td>4 (0.05)</td>
<td>11 (0.13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>s_weighted_mean_degree</td>
<td>41 (0.39)</td>
<td>8 (0.08)</td>
<td>43 (0.41)</td>
<td>12 (0.12)</td>
<td>28 (0.35)</td>
<td>43 (0.53)</td>
<td>5 (0.06)</td>
<td>5 (0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_graph_density</td>
<td>34 (0.42)</td>
<td>2 (0.03)</td>
<td>38 (0.48)</td>
<td>6 (0.07)</td>
<td>25 (0.3)</td>
<td>43 (0.51)</td>
<td>7 (0.08)</td>
<td>9 (0.11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_dev_nodes</td>
<td>49 (0.44)</td>
<td>7 (0.06)</td>
<td>51 (0.46)</td>
<td>4 (0.04)</td>
<td>26 (0.29)</td>
<td>51 (0.57)</td>
<td>6 (0.07)</td>
<td>7 (0.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_dev_per_file</td>
<td>35 (0.43)</td>
<td>2 (0.02)</td>
<td>35 (0.43)</td>
<td>9 (0.11)</td>
<td>12 (0.17)</td>
<td>47 (0.65)</td>
<td>4 (0.06)</td>
<td>9 (0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_file_nodes</td>
<td>35 (0.39)</td>
<td>4 (0.04)</td>
<td>46 (0.52)</td>
<td>4 (0.04)</td>
<td>29 (0.34)</td>
<td>47 (0.55)</td>
<td>8 (0.09)</td>
<td>1 (0.01)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t_num_file_per_dev</td>
<td>33 (0.39)</td>
<td>2 (0.02)</td>
<td>41 (0.48)</td>
<td>9 (0.11)</td>
<td>26 (0.33)</td>
<td>45 (0.58)</td>
<td>5 (0.06)</td>
<td>2 (0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To account for the bias in the distribution of episodic change type and sentiment in IS-related discussions, we normalize all values, feature-wise, by taking the ratio of the occurrences over all events, e.g., normalized $\text{CI}^+ \times \text{IS}^+ = \text{CI}^+ \times \text{IS}^+ / (\text{CI}^+ \times \text{IS}^+ + \text{CI}^+ \times \text{IS}^- + \text{CI}^- \times \text{IS}^+ + \text{CI}^- \times \text{IS}^-)$. Then we aggregate all features into four $2 \times 2$ matrices, two for graduated projects and two for retired projects, as shown in Figure 10. To compare patterns between graduated projects and retired projects, we first look at the first column of the left two matrices (i.e., CI-IS). We find that graduated projects are more likely to have positive discussions after an increasing episodic change than retired projects (49.9% to 6.9% from 43.2% to 7.2%), suggesting that retired projects do not establish a feedback cycle for project progress, or maybe even worse, that they do not realize the progress they made. Then we attend to the second matrix for graduated and the last matrix for retired projects (i.e., all from IS-CI), and we find that, for both graduated and retired projects, positive institutional discussions often serve as the precursor event to episodic changes (88.0% for graduated projects and 84.8% for retired projects).

RQ3. SUMMARY: In graduated projects, the control features for outcome sentiment to IS lay mostly in social networks, while for retired projects, they are more evenly distributed in both social and technical networks. For both graduated and retired projects, positive IS-related discussions are more likely to be followed by an episodic change. While the graduated projects are more likely to have positive discussions after an increase in CI than retired projects.

VI. TAKEAWAYS FOR PRACTITIONERS

In this section, we distill our findings into some practical takeaways and suggestions.

Like in other self-governed institutions, norms, rules, and regulations in OSS projects generate, moderate and direct actions. Concerted governance efforts can result in episodic changes in the socio-technical structure, achieving feedback between effective self-governance and sustainability. Generally, we found more and longer episodic change intervals in graduated projects than in retired ASF projects, potentially explained by the observation that institutional discussions often trigger episodic changes in the project’s socio-technical structure. However, institutional discussions are mostly lacking during such changes, so our first takeaway is that just like participation in the technical aspects, developers should be encouraged and even brought into project institutional discussions. We found that episodic changes are associated with temporary developer disengagement from the project, and that the negativity of mentors increases significantly after episodic changes. New episodic changes can be distracting to a team and may bring more management efforts to the project. Setting manageable expectations for the team ahead of time can limit feelings of frustration arising out of lengthy discussions. Thus, being more positive than negative may help keep change intervals shorter. On the other hand, we found that projects that graduate are much less negative toward changes compared to projects that retire. Fostering positive discussions may help the project adapt to changes and become more sustainable. As another takeaway, perhaps projects can benefit from timing episodic changes, to the extent possible, to occur during periods of low cross-team interactions/collaboration. That can potentially ease the cost of upcoming episodic changes.
VII. Threats and Conclusions

§ Threats Generalizing our findings beyond ASF, or even beyond the ASF Incubator projects carries potential risks, for example, not every OSS foundation has a mentor program like ASF’s. The risk could be reduced by expanding the dataset beyond the ASF incubator, e.g., to include additional projects from other OSS incubators. ASF mailing lists are the only channel we consider, therefore, developers may communicate through in-person meetings, webpage documentation, and private emails. ASF mandates the use of public mailing lists for most project discussions, which causes an especially low risk of omitting institutional or socio-technical information. Annotations of institutional statements could be biased by individual annotators. However, given that the annotators were adequately trained with given reference materials, which lowers the possibility of bias. ASF developers may use different aliases or emails making it difficult to identify distinct developers, while ASF’s regulations on using apache.org official email addresses and our de-aliasing process reduce such risks.

§ Conclusions Practitioners may be able to improve their individual practices, organizational management, and institutional structure by understanding why open-source projects cannot meet the expectations of nonprofit foundations. Additionally, it is important to consider how institutional design and socio-technical aspects relate to OSS to understand its potential sustainability. Through the artifacts they create, we demonstrated that socio-technical network features can capture the episodic change in the organizational structure of developers’ collaboration and communication. Through the unified view of socio-technical network features and institutional analysis, we leverage the unique attributes of Apache Software Foundation’s Incubator projects to extend the modeling of OSS project sustainability, by analyzing a longitudinal dataset consisting of vast text and log corpora, as well as extrinsic labels for sustainable and unsustainable.
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