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Abstract We describe a framework for supporting arbitrar-
ily complex SQL queries with “uncertain” predicates. The
query semantics is based on a probabilistic model and the
results are ranked, much like in Information Retrieval. Our
main focus is query evaluation. We describe an optimiza-
tion algorithm that can compute efficiently most queries. We
show, however, that the data complexity of some queries is
#P-complete, which implies that these queries do not admit
any efficient evaluation methods. For these queries we de-
scribe both an approximation algorithm and a Monte-Carlo
simulation algorithm.

1 Introduction

Databases and Information Retrieval [3] have taken two
philosophically different approaches to queries. In data-
bases SQL queries have a rich structure and a precise seman-
tics. This makes it possible for users to formulate complex
queries and for systems to apply complex optimizations,
but users need to have a pretty detailed knowledge of the
database in order to formulate queries. For example, a single
misspelling of a constant in the WHERE clause leads to an
empty set of answers, frustrating casual users. By contrast, a
query in Information Retrieval (IR) is just a set of keywords
and is easy for casual users to formulate. IR queries offer two
important features that are missing in databases: the results
are ranked and the matches may be uncertain, i.e. the answer
may include documents that do not match all the keywords
in the query.! While several proposals exist for extending
SQL with uncertain matches and ranked results [1, 20, 15],
they are either restricted to a single table, or, when they han-
dle join queries, adopt an ad-hoc semantics.
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' Some IR systems only return documents that contain all keywords,
but this is a feature specific to those systems, and not of the underlying
vector model used in IR.

SELECT *
FROM Actor A
WHERE A.name =~ ’Kevin’
and 1995 =
SELECT MIN(F.year)
FROM Film F, Casts C
WHERE C.filmid = F.filmid
and C.actorid = A.actorid
and F.rating =~ "high"

Fig. 1 An approximate query

To illustrate the point consider the query in Fig. 1. It is
a structurally rich query, asking for an actor whose name is
like ‘Kevin’ and whose first movie with ‘High’ rating ap-
peared in the year 1995.

The two ~ operators indicate which predicates we
intend as uncertain matches. Techniques like edit dis-
tances, ontology-based distances [14], IDF-similarity and
QF-similarity [1] can be applied to a single table: to rank
all Actor tuples (according to how well they match the
first uncertain predicate), and to rank all Film tuples. But
it is unclear how to rank the entire query. To date, no sys-
tem combines structurally rich SQL queries with uncertain
predicates and ranked results.

In this paper we propose such a system. We show that,
using the concept of possible worlds semantics, database
queries with approximate matches can be given meaning in
a principled way and a ranked list of answers can be com-
puted. Given a SQL query with uncertain predicates, we start
by assigning a probability to each tuple in the input database
according to how well it matches the uncertain predicates.
Then we derive a probability for each tuple in the answer,
and rank the answers accordingly.

An important characteristic of our approach is that
any SQL query with approximate predicates has a mean-
ing, including queries with joins, nested sub-queries, ag-
gregates, group-by, and existential/universal quantifiers.’
Queries have a probabilistic semantics, which is simple and
easy to understand by both users and implementors.

2 In this paper we restrict our discussion to SQL queries whose nor-
mal semantics is a set, not a bag or an ordered list.
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While simple, the semantics gives no indication on how
to evaluate the query. The main problem that we discuss in
this paper is query evaluation. Our approach is to represent
SQL queries in an algebra, and modify the operators to com-
pute the probabilities of each output tuple. This is called ex-
tensional semantics [26], and is quite efficient. While this
sounds simple, the problem is that it doesn’t work: the prob-
abilities computed this way are wrong in most cases, and
lead to incorrect ranking. The reason is that, even if all tuples
in the base relations are independent probabilistic events, the
tuples in the intermediate results of a query plan have often
correlated probabilities, making it impossible to compute the
new probabilities precisely. The previous workaround is to
use an intensional semantics [12, 29, 31], which represents
tuple events symbolically and, hence, tracks tuple correla-
tions precisely. However, as we show here, this approach is
too inefficient to be practical. Our approach is different: we
rewrite the query plan, searching for one where the exten-
sional evaluation is correct. We show however that certain
queries have a #P-complete data complexity under proba-
bilistic semantics, and hence do not admit a correct exten-
sional plan. While they are not frequent in practice (only 2
out of the 10 TPC/H queries fall in this category, and only
when all their predicates are uncertain), we describe two
techniques to address them: using heuristics to chose a plan
that avoids large errors, and using a Monte-Carlo simulation
algorithm, which is more expensive but can guarantee arbi-
trarily small errors.

1.1 Outline

We give motivating examples in Sect. 2, define the prob-
lem in Sect. 3, and describe our techniques in Sects. 4-9.
Section 11 reports experiments and Sect. 12 describes re-
lated work. We conclude in Sect. 13.

2 Examples

We illustrate the main concepts and techniques of this paper
with two simple examples.

2.1 Probabilistic database

In a probabilistic database each tuple has a certain proba-
bility of belonging to the database. Figure 2 shows a proba-
bilistic database D? with two tables, S” and T?: the tuples
in S? have probabilities 0.8 and 0.5, and the unique tuple in
TP has probability 0.6. We use the superscript p to empha-
size that a table or a database is probabilistic. We assume in
this example that all the tuples represent independent proba-
bilistic events.

The meaning of a probabilistic database is a probability
distribution on all database instances, which we call pos-
sible worlds, and denote pwd(D?). Figure 3a shows the
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Fig. 2 A probabilistic database D?

pwd(D") =
world prob.
D1 = {81, S2, tl} 024
Dz = {81,t1} 0.24
D3 = {s2,t1} 0.06
Dy ={t:} 0.06
Ds = {s1, s2} 0.16
Ds = {81} 0.16
D7 = {52} 0.04
Dg = ¢ 0.04

q(u) :— SP(z,y), T"(z,u),y = 2
(b)

qud(Dp) —
answer | prob.
{p"} 0.54
0 0.46

(¢)

Fig. 3 a The possible worlds for D” in Fig. 2, b a query ¢, and c¢ its
possible answers

eight possible instances with non-zero probabilities, which
are computed by simply multiplying the tuple probabilities,
as we have assumed them to be independent. For example,
the probability of D, is 0.8 *x (1 —0.5) * 0.6 = 0.24, since
the instance contains the tuples s; and ¢; and does not con-
tain s7.

We now illustrate query evaluation on probabilistic
databases. Consider the conjunctive query ¢ in Fig. 3b. Its
meaning on D? is a set of possible answers, shown in
Fig. 3c. It is obtained by applying ¢ to each deterministic
database in pwd(DP?), and adding the probabilities of all
instances that return the same answer. In our example we
have ¢(D1) = ¢(D2) = q(D3) = ('p’), and ¢(Da) =
.-+ = q(Dg) = . Thus, the probability of the answer be-
ing {‘p’} is 0.24 4+ 0.24 + 0.06 = 0.54, while that of the
answer ¢ is 0.46. This defines the set of possible answers,
denoted gPV4(DP). Notice that we have never used the struc-
ture of the query explicitly, but only applied it to determin-
istic databases taken from pwd(D?). Thus, one can give a
similar semantics to any query ¢, no matter how complex,
because we only need to know its meaning on deterministic
databases.

The set of possible answers ¢?*4(D?) may be very large,
and it is impractical to return it to the user. In our simple
example, there are only two possible answers, since T 7 has
only one tuple. In general, if T? has n tuples, there can be as
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many as 2" possible answers, and it is impractical to return
them to the user.

Our approach is to compute for each possible tuple ¢
a probability rank that ¢t belongs to any answer, and sort
tuples sorted by this rank. We denote this g™ (D?). In our
example this is:

D | Rank
rank ypy —
¢"™N(DP) =<5

In this simple example ¢"™X(DP) contains a single tu-
ple and the distinction between ¢P%¢ and ¢™"* is blurred.

To see this distinction clearer, consider another query,
rank

q1(x) :— SP(x,y),TP(z,u),y = z. Here qud and g,
given by:

are

| Answer [ Probability |
wd {'m’,‘n’} | 0.24
g (DP) =| {‘m’} 0.24
{‘n’} 0.06
] 0.46
D Rank
gk (DP) = "m” | 0.48
‘n’ | 0.30

For example, the rank probability of ‘m’ is obtained
as Pr({‘m’, ‘n’}) + Pr({*m’}). While in general gP*4(DP)
may be exponentially large, g™ (DP) is simply a set of tu-
ples, which are sorted by Rank. The problem in this paper
is now to compute ¢"™% (D) efficiently.

2.2 Extensional query semantics

A natural attempt to compute ¢ (DP) is to represent g
as a query plan then compute the probabilities of all tu-
ples in all intermediate results. For the query ¢ in Fig. 3b,
such a plan is P = TIp(SP Xg—c T7P), and the corre-
sponding probabilities are shown in Fig. 4. The formulas
for the probabilities assume tuple independence, are taken
from [12] and are rather straightforward (we review them
in Sect. 4). For example the probability of a joined tuple
s M t is the product of the probabilities of s and ¢. Clearly,
this approach is much more efficient than computing the
possible worlds gP*4(D?) and then computing ¢ (D?),
but it is wrong ! It’s answer is 0.636, while it should be
0.54. The reason is that the two tuples in S” Xg_c T? are
not independent events, hence the formula used in Ilp is
wrong.

However, let us consider an alternative plan, P’ =
Ip((IMg(SP)) Xg—p TP). The extensional evaluation of
this expression is shown in Fig. 5, and this time we do get
the correct answer. As we will show later, this plan will al-
ways compute the correct answer to ¢, on any probabilistic
tables S?, T?. In this paper we show how to find automati-
cally a plan whose extensional evaluation returns the correct
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m [T |1 p | 0.8%0.6 = 0.48
‘m” |1 |1 |’p | 0.5%0.6=0.30

(a) Sp MB:C Tp

D prob
(1-(1-0.48)(1-0.3)) =0.636

4o

(b) IIp(S* Xp=c T?)
Fig. 4 Evaluation of IIp(S? Mp—c T?)

B prob

T | (1-(1-0.8)(1-0.5)) =09
(a) [1(S7)

BTC[D prob

T 1T [p | 09%06=0.54

(b) I8 (S?) Xp_c T?

D | prob
P | 0.54

(c) Ip(I1Is(S?) XB=C T")
Fig. 5 Evaluation of ITp(I1g(S”) Mp—c T?)

answer to a query ¢. Finding such a plan requires pushing
projections early (as shown in this example) and choosing
join orders carefully.

2.3 Queries with uncertain matches

While query evaluation on probabilistic databases is an im-
portant problem in itself, our motivation comes from an-
swering SQL queries with uncertain matches, and ranking
their results. We illustrate here with a simple example on the
Stanford movie database [21].

SELECT DISTINCT F.title, F.year

FROM Director D, Films F
WHERE D.did = F.did
and D.name =& ‘Copolla’
and F.title ~ ‘rain man’
and F.year = 1995

The predicates on the director name and the movie title
and year are here uncertain.

Our approach is to translate the query into a regu-
lar query over a probabilistic databases. Each tuple in
the table Films is assigned a probability based on how
well it matches the predicates title~ ‘rain man’ and
year &~ 1995. Several techniques for doing this exist al-
ready, and in this paper we will adopt existing ones: see
Sect. 9. The result is a probabilistic table, denoted Films?”.
Similarly, the uncertain predicate on Director generates a
probabilistic table Director”. Then, we evaluate the fol-
lowing query, obtained by dropping the similarity predicates
from the original SQL query:
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SELECT DISTINCT F.title, F.year
FROM Director?” D, Films? F

WHERE D.did = F.did

This is similar to the query ¢ considered earlier (Fig. 3b),
and the same extensional plan can be used to evaluate it.
Our system returns:

Title Year | Rank
The Rainmaker (by Coppola) 1997 | 0.110
The Rain People (by Coppola) 1969 | 0.089
Rain Man (by Levinson) 1988 | 0.077
Finian’s Rainbow (by Coppola) 1968 | 0.069
Tucker, Man and Dream (Coppola) | 1989 | 0.061
Rain or Shine (by Capra) 1931 | 0.059

3 Problem definition

We review here the basic definitions in probabilistic data-
bases, based on ideas taken from several papers [2, 12, 32],
and state our problem.

3.1 Basic notations

We write R for a relation name, Attr(R) for the set of its
attributes, and € UF for a relation instance, where & is
arity(R) and U is a fixed, finite universe of atomic val-
ues. We denote with R = Ry, ..., R, a database schema,
and write D = ry,...,r, for a database instance of that
schema. We consider functional dependencies in this paper,
and denote with I" a set of functional dependencies. We write
D =T when D satisfies the functional dependencies in I'.

3.2 Probabilistic events

In order to represent probabilistic events, we use a set of
symbols, AE: each e € AE represents an independent prob-
abilistic event, called atomic event. We fix a probability
function Pr: AE — [0, 1], associating a probability to each
atomic event. A special symbol L € AE denotes the impos-
sible event, and we define Pr (L) = 0.

A complex event is an expression constructed from
atomic events using the operators A, Vv, —. E denotes the set
of all complex events. For each complex event e, let Pr(e)
be its probability.

Example 1 Consider e = (s1 A t1) V (52 A t1), and as-
sume Pr(s;) = 0.8, Pr(sp) = 0.5, Pr(t;) = 0.6. To
compute Pr(e) we construct the truth table for e(sy, 52, 11)
and identify the entries where e is true, namely (1,0, 1),
(0,1, 1), (1, 1, 1). The three entries have probabilities given
by Pr(s;)(1—Pr(s2))Pr(t;) =0.8x0.5x0.6 =0.24, (1—
Pr(s1))Pr(s2)Pr(ty) = 0.06 and Pr(s;)Pr(s2)Pr(ty) =
0.24 respectively. Then Pr(e) is their sum, 0.54.

This method of computing probabilities generalizes to
any complex event e(si,...,sx) which is a function of
atomic events sy, ..., Sx. But it is important to notice that
this algorithm is exponential in k, the number of atomic
events, because the size of the truth table for e(sq, ..., st)
is 2%, This cannot be avoided: it is known that computing
Pr(e) is #P-complete [36] even for complex events without
negation.

3.3 Probabilistic databases

A probabilistic relation is a relation with a distinguished
event attribute E, whose value is a complex event. We add
the superscript p to mean “probabilistic”. Thus, R” denotes
a relation name having £ among it’s attributes; r? denotes
an instance of R”, i.e. where for each tuple t € r?, ¢t - E
is a complex event; R” denotes a database schema where
some relations names have an E attribute; and, finally, I'?
denotes a set of functional dependencies over R”, where the
functional dependencies may use both regular attributes and
the event attribute. Note that we allow for a probabilistic
database schema R? to consist of both probabilistic relations
and deterministic relations.

As a convenient notation, by dropping the p super-
script we mean the deterministic part, obtained by remov-
ing the event attribute. Thus, R is such that Attr(R) =
Attr(RP) — {E}, while r represents the project of 77 on
all attributes other than E. The intuition is that users “see”
only R, but the system needs to access the event attribute
RP.E in order to compute correctly the probability ranks.
For a simple illustration, consider the probabilistic relation
name SP(A, B, E): then S has attributes A, B. Users care
to see a binary table S(A, B), while the system maintains
probabilistic events in S”(A, B, E).

We assume that the set of functional dependencies I'”
always contains, or implies the following functional depen-
dency:

Attr(R) — RP.E

for every relation R?: this ensures that we don’t associate
two different events e; and e, to the same tuple ¢ (instead,
we may want to associate e; V e to t).

In addition to this fabular representation of a probabilis-
tic relation, we consider a functional representation, where a
probabilistic instance r”, of type R?, is described by the fol-
lowing function eg : UK — E, where k = arity(R). When
t occurs in 7P and its event is ¢t - E = e, then eg () = e, oth-
erwise eg(t) = L. Conversely, one can recover r” from the
function ep by collecting all tuples for which ep (1) # L.

The probabilistic databases we consider have only
atomic events: complex events are introduced only during
query evaluation. If a probabilistic relation has a distinct
atomic event for each tuple, we call it a tuple-independent
probabilistic relation. For example, both the relations in
Fig. 2 are tuple-independent, where the atomic events are
S1, S2, t] respectively.
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3.4 Possible worlds database

A possible worlds relation of type R is simply a probability
distribution on the set of all deterministic relations of type
R. Similarly, a possible worlds database of schema R is a
probability distribution on all possible data instances with
the given schema.

3.5 Semantics of a probabilistic database

Now, we give a simple and intuitive meaning to a proba-
bilistic relation. Consider a probabilistic relation 77 of type
R? and let r be its deterministic part. The meaning of »7 is
a possible worlds relation, which we denote pwd(r?) and
is defined as follows. Let eg : U¥ — E be the functional
representation of 7”. Given s C U k pr (s) is defined to be
Pr(N\;es er(®) A /\,¢S —eg(¢)). Intuitively, this is the prob-
ability that exactly the tuples in s are “in”” and all the others
are “out”. One can check that ) .-« Pr(s) = 1. Also, it
follows that for s € r, Pr(s) = 0 because elements not in
r have the event L. Similarly, the meaning of a probabilistic
database DP is a probability distribution on all determinis-
tic databases D, denoted pwd(D?). For an instance, D =
S, ..., S, and its probability is Pr(s1)Pr(s2), ..., Pr(sy).

We discuss next how possible worlds relations interact
with functional dependencies, and focus on a single relation
name RP”. Given a set of functional dependencies I'”, denote
I" its projection to the deterministic attributes of R”, i.e. let
I" consist of those dependencies that can be derived from I'?
and that do not refer to the event attribute R” - E. For exam-
ple, if R” is RP(A,B,E) and I'’? = {A — E,E — B},
then ' = {A — B}. Consider a probabilistic instance r”
that satisfies I'” (in notation: r? = I'?), and let Pr be the
probability distribution on instances induced by r, (the pos-
sible worlds relation). The question is if a relation s that does
not satisfy I' can have a non-zero probability, i.e. Pr(s) > 0.
The answer is no: if Pr(s) > 0, s must be a subset of r
(which is r? without the event attribute), and, hence, must
also satisfy the functional dependencies in I".

3.6 Query semantics

Let g be a query of arity k over a deterministic schema
R. We define a very simple and intuitive semantics for the
query. Users think of ¢ as normal query on a determinis-
tic database, but the database is given by a probability dis-
tribution rather than being fixed. As a result, the query’s
answer is also a probability distribution. Formally, given a
query ¢ and a probabilistic database DP: gPY4(DP) is the
following probability distribution on all possible answers,
Pry : P(U*) — [0, 11:

VS C UK, Pry(S) =

Z Pr(D)

We call this the possible worlds semantics. This definition
makes sense for every query ¢ that has a well defined se-
mantics on all deterministic databases.

It is impossible to return gP¥4(DP) to the user. Instead,
we compute a probabilistic ranking on all tuples t € U*,
defined by the function: rank,(t)= Y ¢{Pry(S) | § <
Uk, teS}, for every tuple t € U*. We denote with g™ (D?)
a tabular representation of the function rank,: this is a table
with k 4 1 attributes, where the first k& represent a tuple in
the query’s answer while the last attribute, called Rank is a
real number in [0, 1] representing its probability.

3.7 The query evaluation problem

This paper addresses the following problem: given schema
RP,T'P, a probabilistic database D” and a query g over
schema R, compute the probabilistic rankings g™ (D?).

3.8 Application to queries with uncertain predicates

Consider now a deterministic database D and a query ¢~
that explicitly mentions some uncertain predicates. We con-
vert this problem into evaluating a deterministic query ¢,
obtained by removing all uncertain predicates from ¢~, on
a probabilistic database, obtained by associating a probabil-
ity Pr(t) to each tuple 7 based on how well ¢ satisfies the
uncertain predicates.

3.9 Representation power of probabilistic databases

We have shown that every probabilistic database has a rep-
resentation as a possible worlds database. We show here the
converse: that probabilistic databases are powerful enough
to represent any possible distribution on databases. Recall
that in a probabilistic database, we can only store with each
tuple an event that is a boolean function of independent
atomic events.

Theorem 1 Let W be any possible worlds database, i.e. a
probability distribution on the set of data instances. Then,
there exists a probabilistic database DP such that W =
pwd(D?).

Proof We have a fixed, finite universe U. Let ay, as, ... be
the arities of the relations in the schema and let k = |U |*! +
|U|%2 + - - - . Thus, k denotes the number of distinct possible
tuples. The number of possible databases is n = 2. Let
Dy, ..., D, be all possible data instances. W (D;) denotes
the probability of D;.

We will create n — 1 independent events £ = {eq, ...,
ey—1} with probabilities p(ey), ..., p(e,—1) and a boolean
expression fy (D;) in terms of these events for each data
instance so that the following holds: W (D;) = p(fw(D;))
for all i, and the events fy (D;) are all disjoint.
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We do it recursively. Let p; = Zl-ziol W (D;). Consider
the distribution Wy, that is given by Wy (D;) =W (D;)/pL
on domain {Di,...,Dx-1} and distribution Wy given
by Wg(D;)=W (D;)/(1 — pr) on the domain {Dyk-1,,
ceey D2k }

Recursively, represent W; and Wx using 2= — 1 in-
dependent variables each. Also create a new variable e with
p(e) = pr. Define

i < 2/{*1
i > 2kl

fiw(y = | B ne
Jwg(Di) A —(e)

We see that fi uses 2f — 1 independent variables. It is
easy to verify that W(D;) = p(fw (D;)) and fw (D;) are all
disjoint events.

Finally, we create a probabilistic database as possible.
For a relation R in the schema, and for every tuple ¢, let
er(t) = \/{Di\teDi.R} fw (D;). Since the events fy (D;)
are all disjoint, one can verify that when this probabilistic

database is converted to possible worlds database, we get
back W. O

4 Query evaluation

We turn now to the central problem, evaluating g™k (D?)
for a query ¢, and a probabilistic database D”. Applying
the definition directly is infeasible, since it involves iterating
over a large set of database instances. Instead, we will first
review the intensional evaluation of [12], then describe our
approach in Sect. 4.3.

We restrict our discussion first to conjunctive queries,
or, equivalently select (distinct)-project-join queries. This
helps us better understand the query evaluation problem and
its complexity, and will consider more complex query ex-
pressions in Sect. 8. We use either datalog notation for our
queries ¢, or plans P in the select/project/product algebra’:
o, I, x.

4.1 Intensional query evaluation

One method for evaluating queries on probabilistic data-
bases is to use complex events. We review it here and discuss
its limitations. Start by expressing ¢ as a query plan, using
the operators o, I1, x. Then modify each operator to com-
pute the event attribute £ in each intermediate result: denote
o', TT", x' the modified operators. It is more convenient to
introduce them in the functional representation, by defining
the complex event ep(¢) for each tuple ¢, inductively on the
query plan P, as shown in Fig. 6. ‘

The tabular definitions for o', IT", x' follow easily: o’
acts like o then copies the complex events from the input
tuples to the output tuples; 1" associates to a tuple ¢ the

0 _ Jep(t) ifc(t) is true
SH(P) B L if ¢(t) is false
ellk(P)(t) = vt/:HA(t/)zt eP(t/)

(

epyip (B,t) = ep(t) Aep:(t)

Fig. 6 Intensional evaluation

A BIC[D JE
‘m | 1 1 ] s1 At
‘n’ | 1 1 P | sa At
(a) SP My TP
DTE

‘p’ (81 A tl) \Y (82 N t1)

(b) ITH(S” Mg T7)

D | Rank
‘p/ P’r‘((Sl /\t1) Vv (82 A tl)) =0.54

(c) "™ (D?) = Pr(IlIL(S” M—¢ T"))

Fig. 7 Intensional evaluation of T1p (S” Mp_¢c T?)

complex event e; V- - - Ve, obtained from the complex events
of all input tuples #1, . . ., #, that project into #; and X' simply
associates to a product tuple (¢, t') the complex event e A ¢’.

Example 2 Let us consider the database D? described in
Fig. 2. Consider the query plan, P = I[Ip(S? Mp_c T7?).
Figure 7 shows the intensional evaluation of the query (we
used the tuple names as atomic events). P' (D?) contains a
single tuple ‘p’ with the event (s; A #1) V (s2 A t1).

It can be shown that P? (D?) does not depend on the par-
ticular choice of plan P, and we denote g'(D?) the value
P'(D?) for any plan P for ¢, and call it the intensional se-
mantics* of g on the probabilistic database D”. We prove
now that it is equivalent to the possible worlds semantics,
qPv (D).

Theorem 2 The intensional semantics and the possible
worlds semantics on probabilistic databases are equivalent
for conjunctive queries. More precisely, pwd(q' (D?)) =
gPV4(DP) for every probabilistic database DP and every
conjunctive query q.

Proof Every tuple ¢ in qf(DP) has a complex event ¢ - E
associated with it. pwd (¢’ (D?)) consists of a set of worlds,
each world assigning a truth value to the set of atomic events.
A tuple ¢ belongs to a world in pwd(q' (DP)) if t - E is true
in that world.

gP¥4(DP) also consists of a set of worlds, each assigning
a truth value to the set of atomic events. The content of a
world in gP¥4(DP) is the output of ¢ on the database defined
by that world.

3 Notice that IT also does duplicate elimination.

4 In [12] this is the only query semantics considered.
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Given a world W (i.e. a deterministic database W),
which is defined by an assignment of truth values to the
atomic variables, let gP*4(D?)[W] and pwd(q' (DP))[W]
denote the set of tuples in the corresponding worlds.

We will prove, by induction on the size of ¢, that for all
W, gPY4(DP)[W] = pwd (¢’ (DP))[W]. This will show that
both the semantics result in exactly the same possible worlds
with same probabilities.

If a query just selects a single relation, this holds trivially.
If g is a larger query, there are three possibilities:

1. ¢ = ITa(g1). Consider any world W. By induction hy-
pothesis, pwd(gi (DP)[W] = ¢"**(DP)[W]. Thus,

t € g®"Y(DP)W] & t.E = true
& (Vo= E) = true
& 3, Ha(h) =t,
t1 € pwd(q}(D?))[W]
< 3, Ha(h) =1,
n e g™ D)W
&t eg™i(DNW]

2. ¢ = o.(q1). Consider any world W. Again, we have
pwd(g{ (D7) W1 = g™ (DP)[W]

t belongs to pwd (¢! (DP))[W] iff ¢.E is true, i.e. t sat-
isfies o, and ¢ belongs to pwd(q|(D?))[W]. Similarly, ¢
belongs to pwd(q' (DP))[W] iff ¢ satisfies o, and ¢ be-

longs to qud(D’7 )[W1]. Therefore, we get

pwd(q' (DP))[W]=g"™(D")[W]
3. g = q1 X g2. We have

pwd(qi(DP))IW] = g™ (DP) W],
pwd(q5(DP)) W] = g™ (D) W]

Given a tuple t = (¢1, ) belonging to ¢, t.E = t1.E A
t.E1. Thus,

t € ¢™YDP)W] & 1.E = true
& 11.E =true, 1. E = true
& 11 € pwd(q}(DP)) W],
1 € pwd(q5(D?))[W]
&1 e g™ DNIW],
n e (DMIW]
&t eg™i(DNW]

Thus, by induction, pwd(g' (D)) and ¢P*4(DP) are
equal. O

Theorem 2 allows us to compute g™k (DP) as follows. First
compute ¢'(D”), then compute the probability Pr(e) for
each complex event. Then g™ (D?) = Pr(q'(DP)).

Example 3 Figure 7c shows p™%(DP) for Example 2.
Pr((sy At1) V (s2 A t1)) was shown in Example 1.

It is very impractical to use the intensional semantics
to compute the rank probabilities for two reasons. First, the
event expressions in ¢’ (D?) can become very large, due to
the projections. In the worst case the size of such an ex-
pression can become of the same order of magnitude as the
database. This increases the complexity of the query opera-
tors significantly, and makes the task of an optimizer much
harder, because now the cost per tuple is not longer con-
stant. Second, for each tuple ¢ one has to compute Pr(e) for
its event e, which is a #P-complete problem.

4.2 Extensional query evaluation

We now modify the query operators to compute probabili-
ties rather than complex events: we denote o ¢, I1¢, x° the
modified operators. This is much more efficient, since it in-
volves manipulating real numbers rather than event expres-
sions. We define a number Prp(t) € [0, 1] for each tuple ¢,
by induction on the structure of the query plan P. The in-
ductive definitions in Fig. 8 should be compared with those
in Fig. 6. Unlike the formulas in Fig. 6, the extensional oper-
ators assume that the input tuples have independent events.
Recall that e () is the event associated with tuple ¢ in rela-
tion R as defined in Sect. 3.

Again, the tabular definitions of ¢, I1¢, x¢ follow eas-
ily: 0¢ acts like o then propagates the tuples’ probabili-
ties from the input to the output, I1¢ computes the proba-
bility of a tuples t as 1 — (1 — p1)(1 — p2), ..., (1 — pp)
where py, ..., p, are the probabilities of all input tuples that
project to ¢, while x computes the probability of each tuple
(t,t')yas p x p’.

We call the result, P¢(DP), the extensional semantics
of the plan P. If we know P¢(D?) = ¢™(DP), then we
simply execute the plan under the extensional semantics.
But, unfortunately, this is not always the case, as we saw
in Sect. 2. Moreover, P¢(D?) depends on the particular plan
‘P chosen for g. Our goal is to find a plan for which the ex-
tensional semantics is correct.

P?"R(t) - PT(SR(t)) . .
P = {570 e S e

PT’H% ) (%) =

1- HL’:IIA(L’):[,(I — Prp(t)
Prpyep(t,t') =

Prp (t) X PT’p/ (t,)

Fig. 8 Extensional evaluation
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Definition 1 Given a schema R”, I'?, a plan P for a query
q is safe if P¢(DP) = g™ %(DP) for all instances D? of that
schema.

We show next how to find a safe plan.

4.3 The safe-plan optimization algorithm

Recall that a probabilistic database schema R” may consists
both of probabilistic relation names, which have an event at-
tribute £, and deterministic relation names. Consider a con-
junctive query ¢; we use the following notations:

— Rels(q) = {Ry, ..., Ry} all relation names occurring in
q. We assume that each relation name occurs at most
once in the query (more on this in Sect. 8).

— PRels(q) = the probabilistic relation names in ¢,
PRels(q) € Rels(q).

— Attr(q) = all attributes in all relations in ¢. To disam-
biguate, we denote attributes as R;.A.

— Head(q) = the set of attributes that are in the output of
the query q. Head(q) C Attr(q).

For a simple illustration, consider the three relations
RP(A,B,C,E),S(D, F), T(G, H, K) and the query:

C](A» F) = RP(A, B, C)v S(D9 F)vT(Ga H,K),
A=D,D=H,F =K

Then Rels(q) = {R?, S, T}, PRels(q) = {R"}, Attr(q) =
{A,B,C,D,F,G,H,K}and Head(q) = {A, F}.

Let ¢ be a conjunctive query. We define the induced
functional dependencies I'?(g) on Attr(q):

— Every FD in I'? is also in I'P (g).

— For every join predicate R; - A = R; - B,both R; - A —
Rj-BandR;-B — R; - AareinI'’(q).

— For every selection predicate R; - A = ¢, — R; - A is
in ' (g).

We seek a safe plan P, i.e. one that computes the prob-
abilities correctly. For that each operator in P must be safe,
i.e. compute correct probabilities: we define this formally
next.

Let g1, g2 be two queries, and let op € {o,II, x}
be a relational operator. Consider the new query
op(q1,q2) (or just op(q1) when op is unary). We say
that op® is safe if op®(Pr(qy(D?)), Pr(q;(D?))) =
Pr(opi(qi(Dp)),qé(Dp)) (and similarly for unary oper-
ators), VD? s.t. D = T'?. In other words, op is safe if,
when given correct probabilities for its inputs op® computes
correct probabilities for the output tuples.

Theorem 3 Consider a database schema where all the
probabilistic relations are tuple-independent. Let q,q’ be
conjunctive queries that do not share any relation name.
Then,

1. of is always safe in o.(q).

2. x%isalways safeinq x q'.
3. Hix] ..... AL is safe in Ila, . a,(q) iff for every R? €
P Rels(q) the following can be inferred from T'P(q):

A1, ..., Ay, RP.E — Head(q) (D

Proof

1. Follows trivially from definition.

2. Since we assume all relations in the query to be dis-
tinct, the complex events in the output of ¢ and ¢’
comprise of distinct atomic events. Thus, given a tuple
tioin = (t,1") € ¢ X q', Pr(tioin- E) = Pr(t.EAt'.E) =
Pr(t.E)Pr(t'.E). So, the join operator is safe. The in-
dependence assumed by the operator indeed holds.

3. For each output tuple ¢ of the project, consider the set S;
of input tuples that map to ¢. The operator is safe if for
each such 7, the complex events corresponding to tuples
in S; are independent. Thus, among all tuples having the
same value for Ay, ... Ay, no atomic event (i.e. R? - E
for some probabilistic relation R?) occurs in two of them
having different values of Head(q). Thus, the following
functional dependency must hold for each R?.

Al,...,Ar, RP.E — Head(q)

Note that we can replace R”.E in Eq. (1) by Attr(R?),
since for tuple-independent relations, RP.E — Attr(R?)
and Attr(R?) — RP.E always hold. |

Obviously, a plan P consisting of only safe operators is
safe. As we prove below, the converse also holds.

Theorem 4 Let P be a safe relational algebra plan for a
query q consisting of selects, projects and joins. Then, all
operators in p are safe.

Proof We will prove the following statement: If P is a plan
for a query ¢ that has at least one unsafe operator and ¢ is
any tuple that can be produced by ¢, there is a database D?
such that P¢(DP) consists of a single tuple ¢ with incorrect
probability.

First, it is easy to see that for any plan P and database
DP, P¢(DP) > ¢™X(DP). This is because the only opera-
tors that are unsafe are projects, and it is easy to see that they
can only overestimate the probabilities. Thus, there can only
be one-sided errors in the probabilities.

We will prove the theorem by induction on the size of
the plan.

If P returns a single relation, its safe and the assertion
holds trivially.

Consider a larger plan P and assume it is safe. There are
three cases:

1. P = g1 X ¢». Since P is unsafe, at least one of ¢ and
q> is unsafe. W.L.O.G, assume ¢ is unsafe. Given any
tuple ¢+ = (1, t2), a database can be constructed such
that ¢ results in a single tuple ¢; with incorrect prob-
ability. Since Prp(t1, 12) = Pry, (t1) * Pry,(12), for the
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final probability to be correct, both Prg, (t1) and Pr, (12)
have to be correct (since errors can only be one-sided).
Thus, we have constructed a database that results in a
single tuple ¢ with incorrect probability.

2. P = Ia(qy). If ¢ is safe, the final project operator
must be unsafe and hence, by definition, there exists a
database where the final result is incorrect. If ¢ is any tu-
ple in the output whose probability is incorrect, we can
restrict the database to produce only the tuple ¢ (whose
probability is still incorrect).

If ¢ is not safe, there is a database on which ¢; pro-
duces a single tuple with incorrect probability. Thus, the
final project also produces a single tuple whose proba-
bility is still incorrect.

3. P = o.(q1). Consider any tuple ¢ that satisfies the con-
dition ¢ and create a database on which ¢; produces ¢
with incorrect probability. Thus, o.(g1) also produces a
single tuple with incorrect probability.

We explain safe plans with an example below. O

Example 4 Continuing the example in Sect. 2, assume that
both S” and T? are tuple-independent probabilistic rela-
tions. Hence I'? is:

SP.A,SP.B - SP.E
T°.C, T’.D - T?.E
SP.E — SP.A,SP.B
TP.E—-TP.C,TP.D

The last two functional dependencies follow from the fact
that a tuple-independent relation has a distinct atomic event
for each tuple. Consider the plan I1p(S? Np_c TP”). We
have shown in Fig. 4 that, when evaluated extensionally, this
plan is incorrect. We explain here the reason: the operator
I1%, is not safe. An intuitive justification can be seen imme-
diately by inspecting the relation S” M%:C T? in Fig. 7a.
The two complex events share the common atomic event ?1,
hence they are correlated probabilistic events, while the for-
mula for I}, only works when these events are independent.
We show how to detect formally that 19, is unsafe. We need
to check:

T?.D,SP.E — SP.A,S?.B,T?.C,T?.D
T°.D, T’ E — SP.A,SP.B,T?.C,T"”.D

The first follows from I'” and from the join condition B =
C, which adds S”.B — T?.C and T?.C — SP.B. But the
second fails: T?.D, T?.E 4 SP.A.

Example 5 Continuing the example, consider now the plan
[p(Mp(SP) Xp—c T*). We will prove that I17, is safe. For
that we have to check:

T?.D,SP.E — SP.B, T?.C,T"”.D

T’.D, T’ E — SP.B,T’.C,T".D

Both hold, hence TI1, is safe. Similarly, I1% is safe in
[15(S?), which means that the entire plan is safe.

Before we describe our algorithm for finding a safe plan,
we need some terminology.

Definition 2 (Separate relations) Let ¢ be a conjunctive
query. Two relations R;, R; € Rels(q) are called connected
if the query contains a join condition R;.A = R;.B and ei-
ther R;.A or R;.B is not in Head(q). The relations R;, R
are called separate if they are not connected.

Definition 3 (Separation) Two sets of relations #; and % ;
are said to form a separation for query ¢ iff

1. They partition the set Rels(q)
2. For any pair of relations R; and R; such that R; € %;
and R; € Z;, they are separate.

Algorithm 1 is our optimization algorithm for finding a
safe plan. It proceeds top-down, as follows. First, it tries to
do all safe projections late in the query plan. When no more
late safe projections are possible for a query ¢, it tries to
perform a join X, instead, by splitting ¢ into g1 X, g>. Since
M. is the last operation in the query plan, all attributes in
¢ must be in Head(q). Hence, Rels(g1) and Rels(q2) must
form a separation.

To find a separation, we construct a graph G (g) which
we call the constraint graph. The nodes of G (q) are Rels(q)
and the edges are all pairs (R;, R;) of connected relations,
i.e. s.t. ¢ contains some join condition R;-A = R;.B with ei-
ther R;.A or R;.B not in Head(q). Find the connected com-
ponents of G (g), and choose ¢ and ¢ to be any partition
of these connected components: this defines Rels(g;) and
Attr(g;) fori = 1, 2. Define Head(q;) = Head(q)NAttr(q;),
fori = 1,2. If G(gq) is a connected graph, then the query
has no safe plans (more on this below). If G (¢) has multi-
ple connected components, then we have several choices for
splitting ¢. If q has a safe plan at all, then we will show that
all these choices lead to a safe plan; hence we can deploy
any standard cost based optimizations algorithm that works
in top-down fashion to select the cheapest plan among sev-
eral possibilities.> More on this in Sect. 6.

Finally, the algorithm terminates when no more projec-
tions are needed. The remaining join and/or selection opera-
tors can be done in any order.

Example 6 Continuing the example in Sect. 2, consider the
original query in Fig. 3b, which we rewrite now as:

q(D):— SP(A,B), T?(C,D),B=C

Here Attr(q) = {A, B,C, D} and Head(q) = {D}. The
algorithm first considers the three attributes A, B, C in
Attr(q) — Head(q), trying to see if they can be projected
out late in the plan. A cannot be projected out. Indeed, the
corresponding q 4 is:

qa(A, D) :— SP(A,B), TP(C,D),B=C

3 It is also possible to adapt our algorithm to work with a bottom-up
optimizer.
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Algorithm 1 SAFE-PLAN(q)
: if Head(q) = Attr(q) then

1

2

3 return any plan P for ¢

4 (P is projection-free, hence safe)

5: end if

6: for A € (Artr(q) — Head(q)) do

7 let g4 be the query obtained from ¢

8 by adding A to the head variables

9 if TTHead(q) (g4 ) is a safe operator then

11: return Iz eqq(q)(SAFE-PLAN(gA))
12: end if
13: end for

14: Split g into g1 M. g2
15:  s.t. VR| € Rels(q1) Ry € Rels(q2)
16: Ry, R; are separated.

17:

18: if no such split exists then

19:

20: return error(“No safe plans exist”)
21: end if

22:

23: return SAFE-PLAN(q;) M. SAFE-PLAN(q?)

and I19, is unsafe in TIp(qa) because TP.D,TP.E
SP.A, as we saw in Example 4. However, B and C can be
projected out. By successively doing the projections, we get
the plan for ¢ as I1p (T1gp(gpc)), where:

qpc(B,C,D):—SP(A,B),T"(C,D),B =C

Now we process gpc, where Attr(gpc) = {A, B,C, D},
Head(qpc) = {B, C, D}. No projection is possible, but we
can split the query into g1 Xp—c g2 where ¢q1, g, are:

qi1(B) :— SP(A,B)
¢(C,D) :— TP(C, D)

The split ggc = q1 Xp=c g2 is indeed possible since both
B and C belong to Head(gpc). Continuing with g1, g2, we
are done in ¢, while in ¢; we still need to project out A,
q1 = Ip(SP), which is safe since B, SP.E — A. Putting
everything together gives us the following safe plan:

P’ =Tp(Mpp((TIp(SP) Xp—c TP))

The plan can be further optimized. For instance, it can be
shown that the projection I1pp is redundant in the above
join. We discuss the optimization of safe plans in details in
Sect. 6.

We state now the soundness of our algorithm: the proof
follows easily from the fact that all projection operators are
safe. We prove in the next section that the algorithm is also
complete.

Proposition 1 The SAFE-PLAN optimization algorithm is
sound, i.e. any plan it returns is safe.

Proof Define the size of the query g to be |Rels(q)| +
|Attr(q)| — |Head(q)|. We will prove the proposition by in-
duction on the size of the query.

Algorithm 1 returns a plan in the following three cases:

1. It returns at line 2. In this case, the plan consists only of
joins and selects, and hence, is safe.

2. It returns at line 9. Note that g4 is smaller in size that
q. By induction, SAFE-PLAN(q4) is safe. Also, by def-
inition, the final project operator is safe. Thus, the algo-
rithm returns a safe plan.

3. The algorithm returns at line 16. ¢; and g» are both
smaller that ¢g. By induction, both SAFE-PLAN(g) and
SAFE-PLAN(gq;) are safe plans. These plans are then
connected by a join operator, which is always safe. So
the returned plan is safe. O

4.4 Completeness of safe-plan algorithm

We have shown that SAFE-PLAN algorithm is sound. We
next prove that it is complete, i.e., if the query is safe, the
algorithm finds a safe plan for it.

We start with few basic results about extensional evalua-
tion.

Lemma 1 Under extensional evaluation, for any query q,

15 (Mup (@) = M5 (@)

Proof These two expressions have the same output tuples.
We only have to show that the tuples have the same proba-
bility in both expressions.

Consider a tuple ¢ belonging to IT4(IT4up(q)). Then,

I — Proy,maugsg) ()
= 1_[ (1 - PrnAuB(q)(t/))

(t'[Ta (t")=1)
(@ T4 G)=t) ("I (")=t")
= ] a-=rpr”y

("|IA@")=t)

(1= Pry("))

=1—="Proq
This proves the lemma. O

Lemma 2 Consider a query q and let A be any attribute in
Head(q). If T(geaaq)\a)(q) has a safe plan, q also has a
safe plan.

Proof Let P be a safe plan for query IT(Head(q)—a)(q). By
Lemma 1, we can assume that each project operator in P
removes exactly one attribute. Consider the project operator
op in P that removes A. Create a new plan P’ with op re-
moved from P. We will now show that this plan is safe for
q. Since P is a safe plan, every project operator satisfies the
condition in Theorem 3 given by Eq. (1). For the operators
in P’ that are not ancestors of op, Eq. (1) remains same. So
they are still safe. For the operators in P’ that are ancestors
of op, A gets added to the left of Eq. (1). So the functional
dependencies still hold and the operators are still safe. Thus,
a safe plan exists for g. O
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Lemma 3 Consider a plan P = T1z(q1 X g2), where ¢
and q> are queries and Heads(q1) C A. Also, let A contain
all the attributes used in the join between q and q». Let
P> = q1 X (Il AnHeads(q2) (92))- Then Py is safe implies that
P> is safe.

Proof First, P, is a valid plan because A contains all the
attributes that are used in the final join.

Since [T4(q1 X ¢2) is safe, the following can be inferred
from I'?(q; X ¢2) for each R” € PRels(q1 X ¢2):

A, RP.E — Heads(q\ X q2)

The above can be rewritten as

Heads(qy), AN Heads(q>), R” .E
— Heads(q1) U Heads(q>)

2

We know that plans ¢; and g, are safe. Thus, to show
that P, is safe, we only need to show that the project oper-
ator TTgnHeads(q,) (q2) is safe. So, for each R? € PRels(q>),
I'?(¢2) must imply the following:

AN Heads(qy), R?.E — Heads(q) 3)

Let Ijoin be the set of FDs introduced by the final join.
Then, I'?(q1 M q2) = T'P(q1) U I'’(q2) U Tjoin. Since A
contains all the attributes that occur in Ijoin, Ijoin does not
help in inferring Eq. (2). Thus, I'”(¢1) U I'”(¢2) imply Eq.
(2) and hence the following:

Heads(qy), AN Heads(q,), R” .E — Heads(q;)

But now, since Tjoin is not present, Heads(q1) and I'? (q1)
have no contribution in the above equation. Thus, I'”7(¢>)
alone implies Eq. (3).

This shows that P, is a safe plan. O

Theorem S Let g be a query that has a separation (S, T).
Then, if q has a safe plan, there must be another safe plan
of the form Ps X Pr such that PRels(Ps) = S and
PRels(Pr) = T (where the join may contain a set of se-
lect conditions).

Proof We will prove this by induction on the size of the
query. The base step corresponding to queries over a sin-
gle relation holds trivially. Let P be a safe plan for g. There
are three cases:

1. The top operator on P is a join. Thus, P can be writ-
ten as P; X P,. Let g1 and g, be the queries corre-
sponding to the plans P; and P,. It is easy to see that
(PRels(P1) N S, PRels(P1) N T) form a separation for
q1. By induction, there is a safe plan Pg; X Pr for ¢
where S1 = PRels(P1) NSand T1 = PRels(P1)NT.
Similarly, there is a safe plan Pgy X Prj for ¢go where
S2 = PRels(Po)NSand T2 = PRels(P,) N T. Thus,
the following is a safe plan for ¢:

(Ps1 X Pg2) X (Pr1 X Pra)

The safety of the about plan follows from the safety of
the individual subplans and the safety of the join opera-
tors.

2. The top operator on P is a select. Thus, P can be written
as o.(P’). Let ¢’ be the query corresponding to the plan
P’. (S, T) is still a separation for ¢’. By induction, there
is a safe plan Py X Py for ¢’. By simply adding the
select condition to the top join, we get a safe plan as
required.

3. The top operator on P is a project. Thus, P can be writ-
ten as IT4(P’). Let ¢’ be the query corresponding to P’.
Note that (S, T) is still a separation for ¢’. By induc-
tion hypothesis, there is a safe plan for ¢’ of the form
Pg X Py. Also, A can be written as the disjoint union
of Ag and Ar, where Ag are attributes of relations from
S and Ar are attributes of T'. Thus, the following plan is
safe for ¢:

M(ag.a7)(Ps, Pr)

Using Lemma 1, we get the following equivalent safe
plan:

Mas. ar (Mieads(pyyuay (Ps X Pr))

We observe that Lemma 3 is applicable to the plan
(Mheads(Py)uAs (Pg X Pyp)) since (S, T) is a separation.
Thus, the following equivalent plan is also safe:

Mg (Pg X (Ia, (Pr)))

Another application of Lemma 3 yields the following
plan

(Iag (Pg)) X (T az (Pr))

Setting Pg = I 45(Pg) and Pr = T4, (P}), we get the
required result.

The theorem then follows from the principle of
induction. O

Theorem 6 Algorithm SAFE-PLAN is complete.

Proof Let g be the given query. Suppose it has an attribute
A belonging to Attr(q) — Head(q) such that the operator
Mhead(q)(g4) is a safe operator, where g 4 is as defined in the
algorithm. Then, by Lemma 2, ¢ has a safe plan if and only
if g4 has a safe plan. So the algorithm recursively solves for
g 4. On the other hand, suppose there is no such attribute A.
This implies that in any safe plan, the final operator cannot
be a project operator as it is not safe. So a safe plan must con-
sist of a join of two subplans. These two subplans must form
a separation because after they are joined, there is no projec-
tion. Hence, there must exist a separation for ¢. If not, the
algorithm correctly returns false. Otherwise, by Theorem 5,
it is sufficient to solve each of the subproblems correspond-
ing to the separation separately. This completes the proof of
completeness of the algorithm. O
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5 Complexity analysis

We show here a fundamental result on the complexity of
query evaluation on probabilistic databases. It forms a sharp
separation of conjunctive queries into queries with low and
high data complexity, and shows that our optimization algo-
rithm is complete.

The data complexity of a query ¢ is the complexity of
evaluating g™ (DP) as a function of the size of D?”. If ¢ has
a safe plan P, then its data complexity is in PTIME, because
all extensional operators are in PTIME. We start by showing
that, for certain queries, the data complexity is # P -complete.
#P is the complexity class of some hard counting problems.
Given a boolean formula ¢, counting the number of satisfy-
ing assignments, denote it #¢, is #P -complete [36]. (Check-
ing satisfiability, #¢>0, is NP-complete.) The data com-
plexity of any conjunctive query is #P, since g k(DPy =
Pr(g'(D?)). The following is a variant of a result on query
reliability by Gradel et al. [13].

Theorem 7 Consider the following conjunctive query on
three probabilistic tables:

qO : =LP(x), J(x,y), RP(y)

Here LP, R? are extensional probabilistic tables and J is
deterministic.% The data complexity for q is #P-hard.

We used here a more standard datalog notation for con-
junctive queries. In our notation the query becomes: ¢q :
—L?(A),J(B,C),R’(D),A=B,C =D.

Proof (Sketch) Provan and Ball [27] showed that comput-
ing #¢ is #P-complete even for bipartite monotone 2-
DNF boolean formulas ¢, i.e. when the propositional vari-
ables can be partitioned into X = {x1,...,x,} and ¥ =
{vi, ...y} st. o = Cy1v, ..., VC; where each clause C;
has the form x; A y¢, x; € X, yr € Y. (The satisfiability
problem, #¢ > 0, is trivially true.). Given ¢, construct the
instance DP where L? is X, RP is Y and J is the set of
pairs (x;, yx) that occur in some clause C;. Assign indepen-
dent probability events to tuples in L?, R”, with probabili-
ties 1/2. Then ¢™%(DP) returns a single tuple, with prob-
ability #¢ /2", Thus, computing g™ (DP) is at least as
hard as computing #¢. O

We state now the main theoretical result in this paper.
We consider it to be a fundamental property of query eval-
uation on probabilistic databases. First, we need some nota-
tions. Given a set of attributes S C Attr(q), we denote with
St = {A € Atr(q) | TP(g) - S — A}, ie. the set of
attributes A such that S — A can be inferred from I'?(g).
We say that S determines A if A € S*. For each relation
R, denote Artr’(R) = (Attr(R))T — (Head(g))*t. That is,
Attr®(R) consists of all attributes that are determined by R
but not by Head(q).’

6 Allowing J to be deterministic strengthens the result. The theorem
remains true if J is probabilistic.

7 In general, Artr(R) and Attr®(R) may overlap, without one of them
having to contain the other.

Theorem 8 (Fundamental Theorem of Queries on
Probabilistic DBs) Consider a schema RP,T'P which
consists of a set of probabilistic and deterministic relations.
Let g be a conjunctive query s.t. each relation occurs at
most once. Assuming #P#PTIME the following statements
are equivalent:

1. The data complexity of q is #P-complete.

2. The SAFE-PLAN optimization algorithm fails to return a
plan.

3. There exists a sequence of relations Ro, Ry, ..., Ry,
Ri41, and attributes A1 and A, with the following prop-
erties:

(a) Ro and Ry are probabilistic

(b) Am‘O(Ro) ﬂAttrO(Rl) contains Ay butAttrO(Ro) does
not contain Ap

(c) Attr®(Ri)NAttr’ (Ris1) contains As but Attr® (Riy1)
does not contain Ay

(d) Atr®(R) NAttr®(Riv1) € Atr®(Ro) U Attr® (Ryy1)
forl <i<k-—1

Before we give the proof, let is look at some examples.

Example 7 Consider the following four queries:

710 :— LP(A),J(B,C),RP(D),A=B,C =D
q(U) :— LP(A),J(B,C),RP(D),A=B,C =D,
SWU,UN, U = A
430 = R{(A), Ri(B,C), Ra(D, F), R} (H),
A=B,C=D,F=H
q4() :— R (A, B), Ri(C, D), Ry(F,G), Ry (H, 1)

B=D,D=G,G=1,A=C,F=H

q1 is exactly the query in Theorem 7, which we know is
unsafe. Let us show that it satisfies the condition (3) of the
above theorem.

Since Head(q1) = ¥ and I'? contains only trivial func-
tional dependencies, we have AP (L) = {A, B}, Atr* (J) =
{A,B,C, D}, Atr°(R) = {C, D}, and condition (3) above
follows by taking A} = A, A, = D, Ry = L?, Ry = J,
and R, = R?.Indeed L? and R? are probabilistic relations,
Attr®(L)NAtr°(J) contains A but Azt (L) does not contain
D, and Attr®(J)NAwr° (R) contains D but At (R) does not
contain A. Also, (d) holds vacuously because & = 1 here.

If we modify ¢1 () to q1 (A, B, C, D), the query becomes
safe, since no projections are needed,; this illustrates the need
to remove the head variables in the definition of Azt

Let us now look at ¢», which is a variation of the previ-
ous query. Assume that U is a key for the relation S(U, Uy).
Now, Head(q) = {U} and (Head(q2))* = {U, Uy, A, B},
since we have the functional dependency U — U, and the
query equates U, A and B. Now, AttrO(L) =0, AttrO(J) =
(C, D} and Atr°(L) = {C, D}. The conditions of Thm. 8
are not satisfied and in fact, the query is safe. It can be veri-
fied that the following plan is safe:

TG, (S M, —a LP X6 _p (N5 (I XG_p RT)))
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¢> illustrates the need to take Head ™ rather than Head in the
definition of A#r°.

Query g3 shows that the length of the sequence of re-
lations that satisfy condition (3) could be arbitrarily large.®
The only probabilistic relations here are Rg and Rf , and the

only sequence that satisfies Theorem 8 is Rg , R, Ry, Rg .
This query is unsafe, while if we drop any relation from the
query, it becomes safe.

Finally, query g4 shows the need for the property (d)
in condition (3). With A; and A and A, as H, the query
satisfies properties (a),(b) and (c) but fails (d). This query
is safe, with the following safe plan

{} (HB(R oy =C,B= DRl) B=D
HD(R2 NF:H,G:I R3))

Theorem 8 provides a sharp separation of feasible and
infeasible queries on probabilistic databases. It also shows
that all the queries that can be evaluated in polynomial time
can in fact be evaluated using a safe plan.

Before we give the proof, we need a simple result.

Lemma 4 Let g by any query and A be any attribute not in
Head(q). Let g4 denote the query obtained by adding A to
the head variables. Then, T1(q ) is safe if A € Attr®(RP)
for all RP € PRels(q).

Proof For T1¢(qa) to be safe, Eq. (1) must hold. It holds

because for any probabilistic relation R”, if A € AttrO(R Py,
then Attr(RP) — A and hence, R? .E — A. |

Now we prove Theorem 8.

Proof (Theorem 8)

(1) = (2) is obvious, since any safe plan has data complexity
in PTIME.

(2) = (3) Let us assume that SAFE-PLAN algorithm fails
on ¢. Then, it must have a sub-query ¢’ such that (i) it has
no separation and (ii) for every A € Awtr(q’) — Head(q'),
Hilead(q,)(q;‘) is not safe where ¢/, is the query ¢" with A
added to head.

For each attribute in Attr(q’) — Head(q'), by Lemma 4,
there is at least one probabilistic relation that does not de-
termine that attribute. Let A; be the attribute that is deter-
mined by the largest number of probabilistic relations and
let R 4, be the set of those probabilistic relations. There is at
least one probabilistic relation not contained in R4,. Let R’
be one such relation. Since the query has no separation, the
constraint graph G (¢”) (defined in Sect. 4.3) is connected. Its
easy to see that an edge between two relations Ry and R in
G (¢') implies Artr’(R1) and Artr°(R») intersect. Thus, there
is a sequence of relations Ry, Ra, ..., Ry, Ry = R’ such
that Ry € R4, and

A’ (R) NAtr®(Rip) #0 (1 <i <k) 4)

8 Corollary 1 says that when the schema contains only probabilistic
relations, we never need a sequence of relations more than three.

Consider the shortest such sequence. Let A be any at-
tribute in Arer®(Ry) N Arer® (Rk+1)- There is at least one rela-
tion Ry € R 4, that does not determine A, (otherwise |R As |
would be strictly greater that |R A, 1). We claim that the se-
quence Rg, Ry, ..., R, Ri41 satisfies all the four proper-
ties. We have Ry and Ry probabilistic, hence (@) holds. (b)
and (c) follows from our construction. If X = 1, (d) holds
vacuously. If k£ > 1, observe that Atr®(Rg) must be disjoint
from Artr*(R;) fori > 1, otherwise we can obtain a shorter
sequence that connects R A, and R’. Similarly, Atrr® (Ri+1)
must be disjoint from Atr®(R;) for 1 < i < k — 1. (d)
follows from these properties.

(3) = (1) We prove this by extending the ideas in
Theorem 7. We show a reduction from the problem of count-
ing the number of assignments of bipartite monotone 2-DNF
to evaluating the query g.

Let X = {x1,...,x}, Y = {y1,..., ) and ¢ =
C1V---vC; where each clause C; has the form x 7y Ay r(iy.
We will construct a database as follows. Consider a single
relation Ry, which we call the universal table, whose at-
tributes are the union of the attributes of all the relations
that occur in the query. We partition the attributes into four
sets: Sy consists of attributes in Artr®(Rg) — Attr‘O(Rk+1),
Sy consists of AttrO(RkH) — Attr®(Ro), So is (Attr®(Ro) U
Attr®(Ri41)) U (Head(q))+, and Sc consists of all the re-
maining attributes.

We populate Ry with [ tuples, one corresponding to each
clause, as follows: in row 7, assign a value of x 7 ;) to all vari-
ables in Sx, a value of yy(;) to variables in Sy, a constant
value 0 to variables in Sy and a value of C; to variables in Sc.
From this table, construct individual tables by taking the pro-
jections on corresponding columns. For tables Rg and Ry,
let all events have a probability of 0.5 (which we can assign
because both of them are probabilistic) and let all other ta-
bles have events with probability 1. The resulting database
satisfies all the functional dependencies. To see why, con-
sider any FD, A — A’, where A is a set of attributes and A’
is an attribute. For thls to be violated, one of the following
must hold: (i) A € Sp and A" & S, (ii) A € Sp U Sy and
A’ € Sy, (iii)) A € SoU Sy and A’ € Sx. None of the three
cases is possible: S is equal to (Attr(Ro)) T N(Attr(Res1)) T,
SoU Sy is (Attr(Rp)) T and SoU Sy is (Attr(Ri+1)) ", and all
of these sets are closed under implication.

Claim 1 The query q, when evaluated on the above
database, returns a single tuple with all attributes 0, with
probability equal to #¢ /2",

First, since Am‘O(Ro) does not intersect with S¢ but con-
tains Sy, the relation Ro will have m tuples corresponding to
m distinct values of Sy attributes. We use the variable names
X1, ..., X to denote corresponding events. Similarly, the re-
lation Ry will have n distinct tuples with events denoted
by y1, ..., yn. Now, consider the intensional evaluation of
q that first joins everything and then projects on Head(q).
When we join all the tables back using the join conditions in
the query, we get back the Ry table. This is due to the S¢
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variables. Note that for 1 < i < k, Atr®(R;) N Attr®(Ri1)
must contain at least one attribute from the set S¢ because
of the property (d). Thus, Sc attributes connect a tuple x;
in Rg with y; in Ry if and only if (x; A y;) is a clause in
@. The join results in precisely / tuples, with complex events
corresponding to the clauses in ¢. When we project this ta-
ble on Head(q), since Head(q) < So, we get just one tuple
whose complex event is the formula ¢. Since all truth as-
signments have the same probability, the probability of ¢ is
#o/2mTn, O

Corollary 1 Consider the special case of Theorem 8 where
all relations are probabilistic, i.e. there are no deterministic
relations. Then, condition (3) of the theorem can be replaced
by the following simpler condition:

3'. There exists three relations Ro, R\ and R», and attributes

Ay and As, s.t. Attr’ (Rg) NAttr' (Ry) contains Ay but not
An, and Ater(Rl) N AttrO(Rz) contains Ay but not Aj.

Proof Tt is easy to check that (3’) above implies (3) in
Theorem 8. To prove in the other direction, consider the
sequence Rg, Ry, ..., Ri, R4+ in (3). We will show that
Ro, R and R, satisfy the properties above. If k = 1,
this holds trivially. If k& > 1, let A} be any attribute in
Attr®(R)) N Attr®(Ry) — Amtr®(Ry), which exists by prop-
erty (d). Thus, Atr®(Ro) N Artr®(R1) contains A; but not
A}, and Amtr®(Ry) N Atr®(R,) contains Al butnot Aj. O

When I'? is empty, i.e. there are no functional dependen-
cies expect for the trivial dependencies, Corollary 1 gives
us a very elegant characterization of the queries with #P-
complete complexity. A query is #P-complete, if it con-
tains the following pattern (shown in datalog notation), with
x,y ¢ Head(q)

q(...):— Ro(x,...),Ri(x,y,..),R(y,...),...

If such a pattern can not be found in the query, the data com-
plexity of the query is PTIME.

6 Query optimization

We have shown in Sect. 4 that the relational algebra oper-
ators can be modified to compute the probabilities, and we
introduced three new operators: o ¢, T1¢ and X°. Further, we
saw that different relational algebra plans for the same query
can give different answers under extensional semantics, and
only a subset of plans are safe, i.e. give correct answers. In
this section, we consider the problem of finding an efficient
safe plan using a cost-based optimizer. Recall that the SAFE-
PLAN algorithm in Sect. 4.3 only gives us one safe plan. Tra-
ditional query optimizers start from one query plan and use
relational algebra equivalences to search for alternate plans.
However, ¢, I1° and X¢ do not satisfy the traditional equiv-
alences.® For instance, IT¢ and X¢ do not commute. There-

fore, we give a set of transformation rules for these operators
that can be used to search for alternate safe plans.

A transformation rule takes a relational algebra plan
consisting of these extensional operators and produces a new
plan. We say that a transformation rule is sound if, when ap-
plied to a safe plan, it results in a safe plan.!” Below are
some transformation rules:

Rule 1 [Join Commutativity] Extensional joins are commu-
tative

RIX°S & SR

Rule 2 [Join Associativity] Extensional joins are associa-
tive

RXC(SXT) & (RXCS)XT

Rule 3 [Cascading Projections] Successively eliminat-
ing attributes from a relation is equivalent to simply
eliminating all but the attributes retained by the last
projection

I (Mg (R)) < T4 (R)

Rule 4 [Pushing Projections Below a Join] A projection
can be pushed below a join if it retains all the attributes
used in the join.

T4 (R X€ 8) = (T4, (R)) X° (T4, (S))

where A and Aj are the attributes in R and S retained
by the projection.

Rule 5 [Lifting Projections Up a Join] A Projection can not
always be lifted up a join. The following transformation
rule can be applied only when the top I1° operator in the
resulting plan satisfies the Eq. (1) of Theorem 3.

(T4 (R)) XS = TG grrg(s) (R X S)

Theorem 9 The transformation rules described above are
sound.

The soundness of Rules 1 and 2 can be verified easily,
Rules 3 and 4 follow from Lemma 1 and Lemma 3 respec-
tively, while Rule 5 is sound by definition. We haven’t shown
the rules involving o ¢ operator, but it behaves exactly like
the traditional select operator and commutes with project,
join and other select operators.

Next, we study the completeness of the rules. Ideally,
we would like to traverse the space of all safe plans using
the above transformation rules. Given two plans P; and P»,
let P; =* P, denote the statement that 7, can be obtained
from P; by a sequence of the above transformation rules.
Note that Rules 1, 2 and 3 can be applied in either direction.
Also, if P, can be obtained from P; by applying Rule 4,

9 Contrast this with the intensional operators o!, TI' and X' defined
in Sect. 4.1. It is shown in [12] that these operators satisty all the equiv-
alences that traditional operators satisfy.

10° A sound transformation rule applied to an unsafe plan may result
in a plan that is not equivalent to it. We only require that the rule pro-
duce equivalent plans when applied to safe plans.
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then P can be obtained back from P, by applying Rule 5.
The rule will be applicable because P, being a safe plan,
will satisfy the conditions of Rule 5. Hence, we have the
following result.

Lemma 5 For two safe plans Py and P, if Py =* Pa, then
Py =* Pr.

This makes =* an equivalence relation. To emphasize
this, we will use the notation P; <* P, to denote that either
plan be transformed into the other. We next prove our main
result for query optimization which says that the transfor-
mation rules are complete, i.e. any safe plan can be reached
from any other safe plan using these transformations.

Theorem 10 Let Py and P> be two safe plans for a query
q. Then, Py <* Ps.

Proof First, using Rule 3 in the reverse direction in both Py
and P,, we ensure that every I1° operator removes exactly
one attribute. Now, we use induction on the size of the plans.

Suppose the topmost operator in P is a I1° operator
that removes the attribute A. Let g4 be the query obtained
from ¢ by adding A to the head variables. Then, P; =
Hi{eads(q)(P{)’ where P] is a safe plan for query g4. Con-
sider the operator in P, that removes the attribute A (it need
not be the top operator in P,). Let P, be the plan obtained
by removing this operator from P,. As shown in the proof of
Lemma 2, P, is a safe plan for the query ¢4. By induction
hypothesis, P| <* P} and hence,

pl = Hléileads(q)(tp{) <" 1—IeHeads(q) (Pé)

Note that Haeads( q)(Pé) is a plan that looks exactly like P»
except that it removes the attribute A as a final operation.
Using successive applications of Rule 4, we can push this
operation down to its original place in P, (its always safe to
push a projection down). Thus, Hﬁeads( ) (P}) ©* P2, which
proves that P; <* P;.

If the topmost operator in P; is a I1¢, we can again apply
the same argument. So lets assume that both of them have a
¢ as the top operator. Let the top join in P; split the rela-
tions into sets S and 7', and let the corresponding subplans
be Pg and Pr. Thus, P; = Ps X¢ Pr. S and T must form a
separation for ¢ since there are no projections after the join.
Similarly, let the top join in P, split the relations into S; UT}
and $,UT5, where Sy, S € Sand T, T> C T. Again, S{UT)
and S U T> form a separation. Let P, = Pg,1, X Ps,,.
Denote gg, 1, the query represented by the plan Pg,7,. S1 and
Ty form a separation for ¢g,r,, since S and T form a sepa-
ration. By Thm. 5, gs,1, has an equivalent safe plan of the
form Pg, X Pr,, where Pg, only refers to relations in S
and Pr, only refers to relations in 77. By induction hypoth-
esis, Ps,1, < Ps, X Pr,. Using similar argument, we get
Ps,1, < Ps, X Pr, for some plans Pg, and Pr,. We have

Py = Psi1, X° Ps,1y
& (Ps; M€ Pry) X (Ps, X° Pr,)
& (PS1 X PSQ) e (PTl X PTz)

The last equivalence uses the Rules 1 and 2 to reorder the
joins. We again use induction hypothesis on these subplans
to get (Ps, X¢ Ps,) <* Ps and (Pr, X°¢ Pr,) <" Pr. This
proves that P; <* P;. O

7 Unsafe plans

When a query’s data complexity is #P-complete, then
SAFE-PLAN fails to return a plan. Since this can indeed hap-
pen in practice, we address it and propose two solutions.

7.1 Least unsafe plans

Here we attempt to pick a plan that is less unsafe than oth-
ers, i.e. minimizes the error in computing the probabilities.
Recall from Eq. (1) that I"I‘;x1 ..... A is safe in Hin .... A (q)
iff Ay,..., A, R? - E — Head(q) for every R”. Let
B ={A1,..., A, R? - EYN Attr(R?) (hence R? - E € B)
and C = Head(q) N Attr(RP). Define RY__ to be the

fanout
expected number of distinct values of C for a fixed value

of the attributes B. In a relational database system, it is
possible to estimate this value using statistics on the ta-
ble RP. Define the degree of unsafety of Hix. .4, 0 be

MAaxRpePREL(Q) (ngnout —1). Thus, a safe project has degree
of unsafety 0. Also, the higher the degree of unsafety, the
higher is the expected error that would result from using the
extensional semantics for that project operator.

We modify Algorithm 1 to cope with unsafe queries.
Recall that the algorithm tries to split a query ¢ into two
subqueries g1, ¢» s.t. all their join attributes are in Head(q).
Now we relax this: we allow joins between ¢g; and g, on
attributes not in Head(q), then project out these attributes.
These projections will be unsafe, hence we want to mini-
mize their degree of unsafety. To do that, we pick ¢1, g2 to
be a minimum cut of the graph, where each edge represent-
ing a join condition is labeled with the degree of unsafety of
the corresponding project operation.!! The problem of find-
ing minimum cut is polynomial time solvable as a series of
network flow problems or using the algorithm of Stoer and
Wagner [33].

7.2 Monte-Carlo approximations

As an alternative, we present now an algorithm based on a
Monte-Carlo simulation, which runs in polynomial time and
approximates the probabilities to arbitrary precision.

Given a conjunctive query g over probabilistic relations
R{}, Rg, A R,f, let ¢’ be the query obtained from ¢ by
making it return all the variables in its body, i.e. Head(q') =
Attr(q") = Attr(q) and g = THead(q)(¢'). Also, let ¢’ return

I The estimator of Rfamm should make sure that the estimated value
is 0 only when the FD holds, otherwise the algorithm may favor ‘ex-

pected’ safe plans over truly safe plans.
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all event attributes £ = Rf N R,f - E. Evaluate ¢’
over the database (without any probability calculations) and
group the tuples in the answer based on the values of their
attributes Head(q). Consider one such group, and assume
it has n tuples #1, ..., #,. The group defines the following
complex event expression: \/7_; C;, where each C; has the
forme; A - - - A ex. We need to compute its probability, since
this will be the probability of one tuple in ¢ (D). We
are back to the problem of evaluating the probabilities of
complex events, but now these events C; are in disjunctive
normal form (DNF). Before we describe the techniques to
evaluate the probabilities of DNF formulas, let us look at an
example.

Consider the probabilistic database given in Fig. 2 and
the query in Fig. 3b. We have

q): SP(x,y), TP(z,u),y =z

We create a new query ¢’ that returns all the variables in its
body, which is as follows:

qu,x,y,z): SP(x,9), TP (z,u),y =z

When we evaluate it over the probabilistic database, we get
the following result:

X y|z|u E
‘m’ | 1| 1] p | siAf
n | 1|1 |p | s2Al

Observe that since the new query returns all the variables in
its body, there are no projections and every event is a con-
junction of atomic events. We do a final projection at the
end, giving us a single tuple {‘p’} whose event is the DNF
expression (s1 A t1) V (s2 A t1).

The problem of evaluating the probability of a boolean
expression, even when restricted to DNF formulas, is #P-
complete [36]. However, it can be approximated efficiently
using the Monte Carlo algorithm described by Karp [18]:
given a DNF formula with N clauses and any € and §, the
algorithm runs in time O (N /e?1n1/8), and guarantees that
the probability of the error being greater that € is less than §.

In our case, N for a given output tuple is the number
of tuples that got merged during the final projection to pro-
duce the output tuple. The simulation algorithm runs in time
linear in N and hence, linear in the size of the intermedi-
ate result before the final projection. As a final note, if N is
very small, an exact algorithm may be applied in place of the
simulation. This choice can be made independently for each
output tuple.

8 Extensions
8.1 Relations with repeated events

The various results and the query evaluation technique
we have described so far assume that all the events in

probabilistic relations are distinct. However, there are sev-
eral scenarios that require multiple tuples sharing a com-
mon event. Consider a relation Casts (actorname,
filmname) and a query with an approximate predicate
Casts.actorname =~ ---. Given two tuples with the
same actor name, the user either wants both of them or
none of them. Thus, a common event should be associ-
ated with both the tuples, rather than each one of them in-
dependently satisfying the predicate. This choice also af-
fects the probabilities of the resulting tuples. Suppose the
user simply wants to return a list of actors (with the predi-
cate Casts.actorname ~ ---). If an actor that approx-
imately matches the predicate appears 100 times in the re-
lation with independent events, its final probability in the
answer would be very high. On the other hand, if the same
event is given to all these tuples, the final probability will not
depend on how many times the actor appears in the database.

Fortunately, handling repeated events is easy in our
framework. A user can specify them by using functional de-
pendencies involving the event attributes. In the above exam-
ple, the query predicate induces the following dependency:
Casts.actorname — Casts.E. For the query evalua-
tion algorithms to work, we can use the following four-step
procedure:

1. Normalize the schema we create a virtual schema that
represents the same data in normalized form, such
that no probabilistic table has repeated events. This is
achieved as follows: for each probabilistic table 77
where the events in T© . E are not unique, we decompose
it into two tables, a deterministic table 77 and a proba-
bilistic table TZP . T2P stores all the distinct events of T 7.
It also has an attribute £/D that stores a unique iden-
tifier for each distinct event. 77 is the deterministic part
of T? along with an extra attribute EID that refers to
the corresponding events in 73. Thus, joining 77 and T2P
gives us back the original table T 7. This decomposition
achieves our objective: the new schema represents the
same data and further, every probabilistic table in it has
unique events. Note that this is only a virtual schema: we
do not transform the data into the new schema.

2. Translate original query into new schema this is easy,
every occurrences of T ¥ in the query is replaced by the
join Ty Mgp T21D (this is done for each T* that is de-
composed in step 1).

3. Find a safe plan using our query evaluation algorithm,
we find a safe plan P’ for the translated query over the
new schema.

4. Translate back to original schema we translate the safe
plan P’ into a plan P over original schema. We replace
each occurrence of T} and T2P with a plan that compute
them from 7'¥ using projections. These projections will
not be probabilistic projections but normal projections
without any probability calculations.

We illustrate this procedure with an example. Consider
two probabilistic relations R” (A, B) and S¥ (C, D).R" has
all distinct events while S¥ has a distinct event for each
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value of D. Thus, we have {S”.E — S.C} and {S¥.C —
S.E}. Now, consider the query

q(x): =R (x, ), $"(y,2)

To find a safe plan, first we create a new schema.
We decompose S P into two relations, S 1(C, D, EID) and
Sf (EID). Thus, the following holds in the new schema:
{S1.EID — §1.C} and S;.C — S;.EID}. Next we translate
g into a query ¢’ over the new schema. We have

q'(x): =R (x,y), S1(y, z, eid), S (eid)

Using the SAFE-PLAN algorithm given in Sect. 4.3, we
get the following plan for ¢’

P = HA(RP ME_c (Mg,erp(S1) XEID S{))

Finally, we substitute S; with a plan that projects S P on
E and substitute S {’ with a plan that projects S* on A,B and
E.

Note that repeated events provide, in a limited way, sup-
port for specifying dependencies between tuples. Supporting
arbitrary dependencies between tuples in an efficient manner
is beyond the scope of this paper.

8.2 Additional operators

So far, we have limited our discussion to conjunctive
queries, or, equivalently to the algebra consisting of o,
IT and x. We show now how to extend these techniques
to U, —, ¥ (union, difference, groupby-aggregate). A large
fragment of SQL queries, including queries with nested
sub-queries, aggregates, group-by and existential/universal
quantifiers can be expressed in this logical algebra [35].
(We omit § (duplicate elimination) since we only consider
queries with set semantics, i.e. § is implicit after every pro-
jection and union.) Figure 9 describe the extensional seman-
tics for these operators, using the functional notation.

The treatment of union and set difference operators with
intensional semantics is given in [12]. Similarly, aggre-
gate queries have been considered by Sadri [30] and Ross
et al. [28] using possible worlds approach. Our aim, as with
conjunctive queries, it to study when the cheap extensional
evaluation can be used in place of the expensive possible
worlds approach. The following theorem gives sufficient

PT'puep/ (t)
Pro,_ep(t)

T’Y%,rnin( B) (®)

L — (1= Pryp(t))(1 — Pry(t))
Pry(t) x (1 = Pry(t))
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Proe og,_, () (£) X
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(t,v)

Pr (t,v)

’Y%,max(B)Cn)

Fig. 9 Extensional semantics for union, set difference, min, max

conditions under which it is safe to use the extensional se-
mantics for these operators.

Theorem 11 Let q, ¢’ be conjunctive queries.

1. U¢is safe in g U¢ ¢ if PRels(q) N PRels(q’) = ¢.

. —Cissafein g N° q' if PRels(q) N PRels(q") = ¢.

- Viage(B) 18 5af€ IV} 40005)(q) if T 5(q) is safe, where
agg is min or max, i.e. they have the same condition for
safety as the projection operator.

w N

The conditions are intuitive. For instance, in ¢ U° ¢/,
if PRels(g) and PRels(q") do not contain a common rela-
tion, then the complex events in ¢ and ¢’ will be indepen-
dent, and hence, the extensional semantics will work. The
conditions are not necessary: ¢ and ¢’ may contain a com-
mon relation, but with disjoint SELECT clauses on that re-
lation, so that the common relation does not contribute the
same events to ¢ and ¢’. While a more detailed condition
can be worked out, there is a much bigger and challeng-
ing open problem: is there a dichotomy result, analogous to
Theorem 8, for queries with these operators? In other words,
if there is no extensional plan for a query, does it mean that
the query has high complexity?

In the case of SUM, the aggregated attribute may take
values that are not in the input table. For instance, consider
a simple SUM query over a single probabilistic table with 50
tuples. There are 2°° possible worlds defined by this table
and each world can potentially have a distinct value of the
sum. In the true spirit of the possible worlds semantics, all
of these 2°° sums should be returned as the answer along
with their probabilities. Instead, it may be more useful to the
user if we simply compute the expected value of the sum.
Both of these two semantics has been considered in the lit-
erature. Computing the expected value of the sum is much
easier, using the linearity of expectations. According to the
linearity of expectations, if there are tuples ¢, ..., #; with
probabilities py, ..., pr and values vy, ..., vt, then the ex-
pected value of the sum is pjvy + - -+ + prvg. This holds
irrespective of whether the tuples are independent or not, so
it also applies to tuples from an intermediate result. Thus,
once the input to the SUM operator has been evaluated, us-
ing either a safe plan or simulation, the expected value of
sum can easily be computed. The COUNT aggregate can be
treated in a similar fashion.

8.2.1 Having clause

A HAVING clause with MIN or MAX aggregate does not pose
additional difficulty, because once the aggregate has been
computed for each group, the HAVING clause gets translated
into a simple SELECT condition. This does not work for SUM
and COUNT, since we only compute their expected values.
Processing a HAVING clause with SUM or COUNT efficiently
is a much harder problem and beyond the scope of this work.
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8.2.2 Self-joins

All of our techniques apply in the presence of self-joins
involving deterministic tables. However, they do not work
when there is a self-join involving a probabilistic table. We
argue that a query ¢” with uncertain predicates rarely results
in self-join, even if the same table R occurs twice in ¢~ . For
instance, consider the query

R(x,y,2),R(x',y,z),x =x",y~' ABC',z' %' DEF’

The query would have a self join between two occurrences
of R, each being probabilistic because of the uncertain predi-
cates. However, because of the different uncertain predicates
on the two occurrences, the system will make two proba-
bilistic “copies”: R{’ and Rg . Thus, there is no self-join in
the resulting query.

Nevertheless, self-joins are important from the perspec-
tive of probabilistic databases in general. A self-join does
not rule out a safe extensional plan. A self-join is safe when
tuples are guaranteed not to join with themselves. For in-
stance, if a query contains a self-join between R’ renamed
as Ry and R», conditions like (R1.id < Rj.id) or (Ry.type
= A and R.type = B) makes sure that no tuple in R” joins
with itself. Even when tuples join with themselves, queries
can have a safe plan. For instance, consider the query

qx,y,2) 1 — R (x, 9), RF (x, 2)

It can be written as the union of following two queries:

q1(x,y,y) : — R (x,y)
@, y,2) = RP(x,y), RP (3, 2),y # 2

Now, both the queries can be evaluated using a safe plan
(g2 has safe plan because tuples do not join with them-
selves), and the results can be combined. Such a decomposi-
tion is not always possible. A complete dichotomy result for
queries with self-joins seems challenging and we leave it as
an open problem.

Of course, the Monte-Carlo simulation algorithm works
fine even in the presence of self-joins.

8.2.3 Extending the optimization algorithm

SAFE-PLAN is extended to handle each block of conjunctive
queries separately. As an example, the query in Sect. 1,
asking for an actor whose name is like ‘Kevin’ and whose
first ‘successful’ movie appeared in 1995, has a safe plan as
shown below:

Mhame (A Mactorid
(Uyear= 1995 (Vactorid, min (year) (ITactorid, yearC )

9 Atomic predicates

Our main motivation is executing a query with uncertain
predicates ¢~ on a deterministic database D. As we saw,
our approach is to apply the uncertain predicates first, and
generate a probabilistic database D?, then evaluate ¢ (with-
out the uncertain predicates). We discuss here briefly some
choices for the uncertain predicates proposed in the litera-
ture. All proposals have a notion of closeness between two
data values. This is domain dependent and can be classified
into three categories:

Syntactic closeness This applies to domains with proper
nouns, like people’s names. Edit distances, q-grams
and phonetic similarity can be employed. The excel-
lent surveys on string matching techniques by Zobel and
Dart [39] and Navarro [22] describe more than 40 tech-
niques and compare them experimentally. Navarro also
has a discussion on the probability of string matching.
In our system, we used the 3-g distance, which is the
number of triplets of consecutive letters common to both
words.

Semantic closeness This applies to domains that have a se-
mantic meaning, like film categories. A user query for
the category ‘musical’ should match films of category
“opera’. Semantic distance can be calculated by using
TF/IDF or with ontologies like Wordnet [37]. We do not
support them in our system currently.

Numeric closeness This applies to domains like price and
age. Distance can be just the difference of the values.

Depending on the semantics of the attributes, the dis-
tance metric to use can be specified a priori for each at-
tribute. Once distances are defined between two values of an
attribute, they need to be meaningfully converted into prob-
abilities. One way of converting is to fit a distribution curve
on the distances. An example is a Gaussian curve centered
around the distance 0 where it takes value 1. The variance of
the Gaussian curve, which reflects the importance given to
the match on that attribute, can be set depending on the do-
main or user preferences. In our experiments, we used fixed,
query independent values, for the variances. An ideal sys-
tem should use metrices based on user studies or learn from
relevance feedbacks but developing techniques for these is
beyond the scope of this work.

Finally, one issue is when to generate new probabil-
ity events. For example consider the uncertain predicate
Product.category & ... and assume there are two
products with the same category. Should they result in two
independent probabilistic events with the same probabilities,
or in the same probabilistic events? Both choices are possi-
ble in our system. In the first case the functional dependency
is Product?.key — Product?.E while in the second
the FD is Product?.category — Product?.E. In the
latter case, we will have a relation with repeated events and
will need to use the techniques of Sect. 8.1 to generate safe
plans.
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10 Prototype

Based on the theory of probabilistic databases that we have
developed, we return to the problem of building a system
that can support complex SQL queries with uncertain predi-
cates.

Our query language is an extension of standard SQL that
has an & operator. Figure 1 shows an example. Our system
for supporting these queries have several salient features.
First, it is implemented as a middleware. It works on top of
any off-the-shelf database engine containing relational data.
Secondly, it does not require altering either the schema of
the data in the database. Finally, given an uncertain query,
it does not create a new instance of probabilistic database.
Rather, it rewrites the query into a new standard SQL query
that is (i) safe, (ii) contains all the probability calculations
embedded in the query using various aggregates and (iii) can
be directly executed by any engine to return the tuples along
with probabilities.

We describe the above process with the help of an exam-
ple. Consider the following SQL query

SELECT Films.year
FROM Films, Casts
WHERE Films.filmid = Casts.filmid
and Films.name ~ ‘FILM’
and Casts.actor ~ ‘ACTOR’
Using the wuncertain predicate Films.name =~

‘FILM’, we need to convert the Films table into a
probabilistic table. Assume we have a function MATCH
stored in the database that given two film names outputs a
probability score of their match. Then, the following SQL
query represents the probabilistic Films relation

SELECT Films.year,
MATCH (Films.name, ‘FILM’) as prob

FROM Films

Similarly, we can create a SQL statement for a proba-
bilistic Casts relation. Now, the following plan is a safe
plan for the query:

T year(
(7T Films.year, Films.filmid) Mfilmid (7TCasts.filmid))

We convert this plan back into a SQL query with prob-
ability calculations as shown in Fig. 10. Note that although
standard database engines do not have a PRODUCT aggre-
gate, it can be implemented using the following transforma-
tion:

PRODUCT (A) = POWER (10, SUM (LOG (A)))

This technique of SQL rewriting can be applied to any query
plan in general. Recursively, a SQL statement is generated
for each node where the last attribute refers to the probability
of the tuples and parent nodes nest the SQL queries of their

children.

SELECT Pil.year,

1 - PRODUCT(1 - Pl.prob * P2.prob) as prob
FROM
(SELECT year, filmid,

1 - PRODUCT(1 - MATCH(name, ‘FILM’)) as prob
FROM Films

GROUP BY year, filmid

) as P1

(SELECT filmid,

1 - PRODUCT(1 - MATCH(actor, ‘ACTOR’)) as prob
FROM Casts

GROUP BY filmid

) as P2

WHERE P1l.filmid = P2.filmid

GROUP BY Pl.year

Fig. 10 The final SQL rewriting

11 Experiments

We performed some preliminary evaluation of our proba-
bilistic query evaluation framework, addressing four ques-
tions. How often does the SAFE-PLAN optimization algo-
rithm fail to find a plan? What is the performance of safe
plans, when they exists? Are naive approaches to query eval-
uation perhaps almost as good as a safe plan? And how ef-
fectively can we handle queries that do not have safe plans?

We did not modify the relational engine, but instead
implemented a middleware. SQL queries with approxi-
mate predicates were reformulated into “extensional” SQL
queries, using the techniques described in this paper, and
calls to a TSQL function computing 3-g distances. These
queries were then executed by the relational engine and re-
turned both tuples and probabilities. We used Microsoft SQL
Server.

We used the TPC-H benchmark, with a database of 0.1
GB. We modified all queries by replacing all the predicates
in the WHERE clause with uncertain matches. The constants
in the queries were either misspelled or made vague. For
instance, a condition like part .container = ‘PROMO
PLATED GREEN’ was replace with part.container
A~ ‘GREEN PLATE'.When executed exactly, all modified
queries returned empty answers.

All of the following experiments were carried on the first
10 of the 22 TPC-H queries. We found other queries to be
not very interesting for applying uncertain predicates, since
most of them involve complex aggregates.

1. Frequency of unsafe queries In our first experiment, we
wanted to see how many queries do not have safe plans.
Out of the 10 TPC-H queries, 8 turned out to have safe
plans. Q7 and Qg were the only query that were unsafe.
These also become safe if not all of their predicates are
uncertain.

2. Performance Next, we measured the running times for
the eight queries that have safe plans, shown in Fig. 11.
All times are wall-clock. The first column is the run-
ning time of the safe plan. The second column represents
an optimization where at each intermediate stage, tuples
with zero probability are discarded. This optimization
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Running Times of Safe TPC-H Queries Thus, while some naive plans were bad, others were rea-

30000 Safe Plan —" sonable. But, in general, naive plans can be arbitrarily

— 25000 | _ Optimized Query bad. However, we argue that the low extra complexity

g Bare Query of searching for a safe plan is a price worth paying in

°§’ 20000 ¢ order to avoid the (admittedly rare) possibility of arbi-

t=, 15000 | 1 trarily large errors.

£ 10000 | ] However, since we are only interested in ranking the

é 5000 m | .results, not iq the actugl probabilitiefs', .it is worth gsk—

I ing whether high errors in the probabilities translate into

0 Q1 Q2 Q3 Q4 Q5 Q6 Q9 Q10 high ranking results. We plotted the recall graphs for

) queries Q3 and Qo (for which the naive plan produced

Queries only medium errors). We defined recall as the fraction

Fig. 11 TPC-H query running times of answers ranked among top N by the naive plan that

should actually have been in top N. We plotted this as a

Errors on Safe Queries function of N. Figures 13 and 14 show the recall graphs.

160 — . . . . By definition, the recall approaches to 1 when N ap-

140 | ] ] proaches the total number of possible tuples in the an-

& 120 | ] swer. However, as the graphs show, the recall was bad

S 100 | ] for small values of N. A user looking for top 50 or 100

'-E 80 | ] answers to 03 would miss half of the relevant tuples. For

g 60} ] smaller values of N (say, 10) the naive approach misses
g 40 | 80% of the relevant tuples.

o0 | ’_‘ ’7 4. Unsafe Queries Finally, we tested our approach to han-

0 L= dle queries with no safe plans on Q7 and Qg. We ran the

Q2 Q3 Q5 Q9 Q10 Monte Carlo simulation to compute their answer prob-

Queries abilities and used them as baseline. Figure 15 shows

the errors in evaluating them with a naive plan and the
least unsafe plan (using min-cut, Sect. 7). The graphs
show that the plan chosen by the optimizer was better, or
significantly better than a naive one. Still, from two data

Fig. 12 Errors on safe TPC queries

does not affect the final answer and as we can see from
the graph, it brings about considerable savings for some
queries. This also suggests the use of other optimizations

like an early removal of tuples with low probabilities if Clever Plan versus Naive Plan for Q3

the user is only interested in tuples with high probability. 0.9
The third column in the graph shows the time for running 08
safe queries without taking into account the computation 8';
time for the uncertain predicate, which, in our case, is = 05
the 3-g distance. The graphs show that most of the time & o4

is spent in computing the uncertain predicate (for O3, 03

this accounts for almost all of the running time). It sug- g'f

gests that significant improvements can be achieved if ' S —

the predicates are supported by the engine itself. 0 100200 300 400 500 600 700 800 9001000
3. Naive approaches In the next experiment we calculated Number of Answers

the error produced by a naive extensional plan. We con-  Fig. 13 Recall plot for Q3

sidered the naive plan that leaves all project operators

(and the associated duplicate elimination) at the end of Clever Plan versus Naive Plan for Q10
the plan, which are typical plans produced by database 0.8

optimizers. The error was calculated as below: for each 0.7 }

tuple, we measured the percentage error in its probabil- 06 |

ity relative to the correct probability, and we took the = 057

average over all tuples. Figure 12 shows the percentage g 04

relative error of naive plans. We only considered the 8 “ 03

queries that have safe plans. The naive plans for O, Q4, 0.2

Q¢ were already safe, hence had no errors (and SAFE- 0.1

PLAN indeed returned the same plan): these queries are
not shown. Queries O3, Qs and Q19 had large errors
with Qs showing an average error of 150% in the tuple
probabilities. Queries O, and Qg had negligible errors.  Fig. 14 Recall plot for Q19

0
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Errors on Unsafe Queries

" Naive Plan ==
o5 | Optimal Bregk

Average Error(%)

0
Q7 Q8
Queries

QQ

Fig. 15 Errors on unsafe queries

points it is hard to judge the improvement over a naive
plan. To see a third data point we wrote a new unsafe
query, Q Q, where the relation 1ineitemis joined with
orders and suppliers. Here the fanout is larger,
and the difference between the naive plan and the op-
timal break is more pronounced.

12 Related work

There are various probabilistic systems for relation data-
bases that have been proposed in the literature and they can
primarily be classified into two classes: extensional and in-
tensional. The extensional systems [4, 5, 8, 19] are very
efficient when they work, but they have to make simplify-
ing assumptions or impose some restrictions to get around
the problem of high complexity. For instance, Cavallo and
Pittarelli [5] start by assuming that tuples in the same rela-
tions represent disjoint events. Barbara et al. [4] generalize
Cavallo and Pittarelli’s model, where tuples are independent
and attributes may be inaccurate (leading to disjoint events).
However, their system has a requirement that every relation
must have a set of deterministic attributes forming the key of
that relation. Dey and Sarkar [8] improve upon this model al-
lowing arbitrary keys, but allow only those projections that
contain the key. Thus, none of these systems can correctly
handle arbitrary conjunctive queries. The Probview system
[19] takes a different approach: it does not assume indepen-
dence while combining probabilities, but requires strategies
from users to combine them. Also, it works with interval
probabilities instead of point probabilities.

The intensional systems [12, 29-32, 38] manipulate
symbolic events rather than raw probabilities, and are based
on the possible worlds semantics. Originally put forward
by Kripke for modal logics, possible worlds semantics is
commonly used in Al for representing knowledge with un-
certainties. Detailed discussions on extensional and inten-
sional systems can be found in the book by Pearl [26].
In context of relational databases, intensional semantics
have been used by Sadri [29-32] to compute the reliabil-
ity of answers to the queries, where the information in the
database comes from multiple information sources of vary-

ing reliability. In this framework, the system stores a vec-
tor with each tuple that identifies the sources contribut-
ing to the tuple, and these vectors are manipulated as the
query is evaluated. Fuhr and Rolleke [12] define a proba-
bilistic relational algebra that generalizes the standard re-
lational algebra for tuples with probabilistic events. Zi-
manyi [38] formalize probabilistic databases by means of
logic theories based on a probabilistic first-order language.
In knowledge representation, Halpern et al. [2, 10] have
shown the use of possible worlds semantics to assign de-
grees of beliefs to statements based of the probabilities in
the knowledge base. Note that intensional semantics are
impractical to use when the number of sources of uncer-
tainties is very large, which is the case with approximate
queries where every tuple can be viewed as an indepen-
dent source of uncertainty. Our work, on the other hand,
gives a characterization of queries where intensional se-
mantics can be replaced by the cheaper extensional seman-
tics.

There is also work on supporting probabilities in other
models of databases. Ng and Subrahmaniam [23] extend de-
ductive databases with probabilities and give fixed point se-
mantics to logic programs annotated with probabilities, but
they use absolute ignorance to combine event probabilities.
An alternate model for uncertainty is considered by Cheng
et al. [7] that is more suitable for sensor databases. They con-
sider attributes (which are typically sensor readings) whose
values is given by a probability distribution function and
show how simple queries can be efficiently evaluated over
such databases. Probabilistic models have also been consid-
ered for XML data under independence [24], under arbitrary
distributions [17] and with interval probabilities [16]. There
is also work on probabilistic object bases [9] and probabilis-
tic logics for schema mappings [25].

There are also several non-probabilistic approaches to
imprecise queries. Keyword searches in databases are dis-
cussed in [6, 14, 15]. Fagin [11] gives an algorithm to rank
objects based on its scores from multiple sources: this ap-
plies only to a single table. The VAGUE system [20] sup-
ports queries with vague predicates, but the query seman-
tics are ad hoc, and apply only to a limited SQL fragments.
Chaudhuri et al. [1] consider ranking query results auto-
matically: this also applies to a single table. Theobald and
Weikum [34] describe a query language for XML that sup-
ports approximate matches with relevance ranking based on
ontologies and semantic similarity.

13 Conclusions and future work

In this paper, we considered the problem of evaluating
queries over probabilistic databases according to the possi-
ble worlds semantics. We showed that by choosing suitable
execution plans for queries, extensional semantics can be
used to evaluate a certain class of queries. We further showed
that this class is precisely the class of queries that have
polynomial time data complexity. Our theoretical results
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capture the fundamental properties of query complexity on
probabilistic databases, and lead to efficient evaluation tech-
niques. We showed how this approach can be used to eval-
uate arbitrarily complex SQL queries with uncertain predi-
cates.

There are several problems that emerge from this work
and remain open. Given any conjunctive query that is al-
lowed to have self joins, can we decide if its data complex-
ity is polynomial time? Is there still a dichotomy of queries
into PTIME and #P-complete classes when self joins are al-
lowed? What is the complexity of query evaluation with ag-
gregates like SUM, COUNT, MIN and MAX and with HAVING
clauses? Apart from these questions, there are engineering
issues that need to be resolved. We need to examine the im-
plications for a relational engine: what functionality does a
relational engine need to provide for an efficient implemen-
tation of probabilistic databases? Another interesting prob-
lem is to develop algorithms for top-K answers to the prob-
abilistic queries.
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