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A B S T R A C T   

We present a finite-element-based approach to support quality assurance for assembly processes of non-rigid 
sheet metal parts in the automotive and aerospace industries. These parts have adjustable mechanical bound-
aries, making it possible to compensate geometrical deviations caused by the production process of components. 
Every part produced must be adjusted individually. Determining what boundaries to adjust to and in what di-
rection is challenging and requires experience. Our goal was to identify sources of measured surface deviations 
after part assembly and provide valuable information to the quality assurance engineer. We solve the corre-
sponding parameter estimation problem via a least-squares approach. From the estimated parameter states that 
led to measured deviations, additional visualizations are calculated to support the inspection engineer when 
deriving countermeasures.   

1. Introduction 

Measuring the dimensions of produced parts is one of the most 
important aspects of quality assurance. We focus on the assembly of 
exterior chassis components of a car body. In sheet metal assembly 
processes in today’s automotive industry, the dimension assessment 
often is condensed by measuring single points on an assembled part. 
These arbitrary points, referred to as KPIs (key performance indicators) 
have to be chosen carefully to obtain a satisfactory assessment of the 
assembly quality. KPIs are chosen such that gap and flushness between 
parts are controlled as these measures are highly important for the car’s 
aesthetics. Unfortunately, gaps and flushness need tight tolerances and 
are difficult to tune in. These tolerances are below the dimensional 
variability of the parts being assembled. Adjustable boundaries are 
necessary to fine-tune gap and flushness for every individual assembly. 
To support this kind of adaptive assembly, for instance, expensive tools 
with mounted measurement devices are used to control KPIs during the 
process. However, additional inspection steps are needed to evaluate 
such automated assembly processes. During the detailed analysis, more 
inspection points are evaluated, in addition to the KPIs that are actively 
controlled during the assembly. To increase the amount of information 
obtained by a single measurement, optical measurement methods 
become important for assessing sheet metal assemblies. Optical mea-
surement technology enables capturing the whole visible surface of an 
assembly with a high-resolution point cloud. A point cloud provides us 

with detailed information about the geometry of a measured part but, at 
the same time, the measurement data is hard to interpret. Often, 3D- 
scans are more difficult to interpret as a comparison between desired 
geometry and measured geometry would result in a 3D vector field. For 
assessment one commonly uses a condensed scalar field, the signed 
distance field, plotted in the 3D domain. The amount of information is 
reduced making it easier for the inspection engineer to analyze acquired 
point clouds to identify effects like dents, buckling, or elevations of large 
areas. However, identifying the reason for observed effects is not 
straightforward. Naming misplaced boundaries and the necessary 
amount of correction requires a quality engineer with a lot of experience 
and a well-understood assembly component. To improve this decision- 
making process, our approach supports the inspection engineer by 
making the results of optical measurements easier to understand. This is 
achieved by a decomposition of the measured offset vector field into 
components that relate to the adjustable mechanical boundaries of the 
assembly. With the provided output of our method, an engineer can 
more easily identify potential sources of deviations to derive and apply 
countermeasures. Besides that, the method is also capable of making 
decisions and could be used as a kernel for setting up a self- 
compensating assembly line for exterior chassis assembly. 

To get an understanding of how the method complements and is used 
as part of a production environment, Fig. 1 shows a high-level overview. 
The shown pipeline starts with a real part with a geometry that differs 
from the desired ideal CAD geometry. This part is scanned before the 
assembly process and a finite element (FE) simulation considering the 
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measured geometry is performed to determine optimal assembly pa-
rameters for the measured geometry. The part will be attached to the 
chassis, and a post-assembly measurement is performed to assess as-
sembly quality. The measured post-assembly geometrical shape is 
compared to the FE-simulation results. The resulting differences are 
evaluated with our method. Fig. 1 shows two potential use cases. The 
first case involves a manual process control loop: The inspection engi-
neer performs adjustments to the process controller, informed by the 
plots that result from the method. The second use case is based on an 
automatic process control loop: The parameter estimation capabilities of 
our method are used to apply adjustments to the process controller 
directly. 

2. Backgound 

This section summarizes the topics that are related and relevant to 
the work presented in this paper. In particular, the topics discussed in 
the following are:  

• Free-form surface inspection  
• Causal analysis of sheet metal assembly errors  
• Parameter estimation  
• Proper orthogonal decomposition (POD) and modal decomposition  
• Assembly simulation and smart assembly 

In the past, free-form surface inspections of sheet metal parts were a 
challenging task in terms of acquiring measurement data. Traditionally, 
the inspection of free-form surfaces has been carried out by measuring 
multiple points with tactile coordinate measurement machines (CMMs) 
for instance see [1]. To overcome the limitations of tactile measurement 
systems, recently developed approaches focus on the application of 
3D-metrology for assessing sheet metal surfaces. These measurement 
systems are capable of acquiring several million vertices within seconds, 
and they support a high-resolution, detailed analysis of a surface. 
Nevertheless, using automated 3D-scanning technologies for assessing 
sheet metal parts leads to computational challenges (time and data size) 
to be managed. To reduce information loss due to effects like reflections 
and shadows, many approaches attempt to optimize the amount and 
location of viewpoints, i.e., see [2,3]. Due to the number of vertices that 
can be acquired in a short time, recent work focuses also on the inte-
gration of optical measurement systems for in-line inspection. Kiraci 

et al. [4] discuss a concept for using a LIDAR Sensor mounted on a ro-
botic arm for measuring a chassis in-line. Bergström et al. [5] use 
photogrammetry for recognizing smaller sheet metal part components 
when they are on a moving belt. The method presented by Denkena et al. 
[6] is a surface inspection system based on a structured light scan that is 
used for a complete inspection for stamped parts. Concerning 
state-of-the-art robot-mounted measurement systems, Babu et al. [7] 
presents a sampling method that reduces drastically the number of 
necessary measurements for recognizing a part’s surface and the time 
needed for measurement. Our paper focuses on the free-from inspection 
performed with optical measurement machines. This method of 
acquiring geometrical information of an assembly provides the input for 
the method we propose. 

Based on the acquired measurements, analyses are performed by the 
inspection engineer to identify potential causes for measured deviations. 
This kind of analysis is called Root Cause Analysis (RCA). Once the 
reason(s) is(are) identified, countermeasures are derived and applied. 
The concept of RCA is highly related to the topic of this paper, as we also 
aim to identify and visualize reasons for measured deviations. Carlson 
and Söderberg [8] uses RCA for reducing the dimensional variation in 
multi-stage assemblies. For visualization, [9] are using spectrograms to 
show interdependencies between manufacturing parameters. In sheet 
metal assembly, typical causal factors are, for example, assembly tool 
variation, part variation, the order of fastening screws or spot welds. 
Published approaches also deal with optimizing these identified weak 
spots, i.e., see [10–14]. 

RCA is mainly used to find unknown sources of variance in the sys-
tem, and parameter estimation approaches deal with the determination 
of specific error values for known influence factors. In contrast, 
parameter estimation is widely used in different applications for quan-
tify known variables in simulation models, see [15–17]. For 
FE-simulations one estimates parameter values for fine-tuning material 
parameters of the simulation model. The parameter estimator is applied 
to experimental data, see [18,19]. Reina et al. [20] use parameter esti-
mation as a kernel of a closed-loop control system for automotive pur-
poses to predict critical motion states. The most relevant branch of 
parameter estimation methods used for our work is based on 
least-squares methods. An overview of these methods is given in [21]. 
More recently the parameter estimation is also solved by using 
state-of-the-art machine learning and neural network approaches, e.g., 
the ones presented by Sinha et al. [22] and Leonhardt et al. [23]. The 
authors also discuss their method in the context of quality inspection in 
sheet metal assembly processes. 

To set up a parameter estimator, a large data set containing the 
necessary information is decomposed into main contributing compo-
nents. These components are obtained with different methods. The most 
commonly used method is proper orthogonal decomposition (POD). 
POD is a branch of dimension reduction methods for finding a lower- 
dimensional basis for high-dimensional data. A review of POD 
methods is given in [24]. PODs are used in a wide variety of applica-
tions. For example, Bui-Thanh et al. [25] use decomposition for 

Notation 

a simulation parameter 
B→ basis vector field 
u→ displacement vector field 
c dimensionless factor  

Fig. 1. Overview of example assembly process and two 
possible control loops. As input serves a comparison 
between simulated and measured assembly geometry 
(green). The proposed method (red) predicts from the 
deviation field, corresponding boundary states (blue) as 
well as boundary-related plots (blue). It can support 
automated process control as well as human-in-the- 
loop process control by providing additional insight 
into the measured deviation field. (For interpretation of 
the references to color in this figure legend, the reader 
is referred to the web version of this article.)   
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reconstructing pressure fields on aerofoils from measured point data. 
Babu et al. [7] use POD for reducing the amount of necessary single 
optical measures for recognizing a sheet metal part by reconstructing 
non-measured areas. The principle of POD provides a foundation for the 
method proposed in this paper. The method from the branch POD used 
in this paper is the principal component analysis (PCA). For example, 
Lindau et al. [26] use PCA to predict statistical shape models. 

A physical-based way of decomposing the solution space of a part’s 
behavior is to perform a modal decomposition. Modal decomposition is 
the most relevant approach when large ensembles of training data are 
not applicable. The assumption is based on this principle: Every 
deflection of a part can be expressed as a linear combination of eigen-
modes. Modal decomposition is used for a wide variety of applications 
see [27–30]. Also, this principle is used for improving sheet metal as-
sembly processes as presented by Adragna et al. [31]. In this work, the 
authors introduce the phrase “Modal Tolerancing”. Here the modal 
decomposition is used to obtain the contribution of single eigenmodes to 
explain present variance. The goal is to generate better insights into 
complex part behavior for the inspection engineer. This goal and 
approach are very similar to the work this paper presents. However, 
eigenmodes cannot be used to generate plots that are related to specific 
boundary states. 

Another relevant topic discussed in the literature is assembly simu-
lation and smart assembly. Söderberg et al. [32] simulated geometrical 
variation in non-rigid assemblies to improve decision-making processes. 
For our approach predicting the post-assembly shape is crucial, as it has 
been designed to point out differences between ideal (simulated) and 
real (measured) assemblies. As the geometry of every individual part is 
subject to variation due to manufacturing processes, recent work focuses 
on the simulation of the post-assembly shape by considering assembly 
process steps and part geometry measured before assembly. For 
instance, Gentilini and Shimada [33] used optical measurements and 
FE-simulations to predict the post-assembly shape of a measured part. 
[34] presented an approach for an individualized sheet metal assembly 
based on measurements of the assembly components. Here, the goal was 
to individualize the process parameters of the assembly which is also 
called “smart assembly” or “self-compensating” assembly process. A 
similar approach that specializes in the assembly of exterior sheet metal 
parts was presented in [35]. Also, a digital twin reference model 
explicitly for smart assembly processes was developed by Yi et al. [36]. 

In summary, high-resolution digital scans are becoming increasingly 
important for quality assurance processes for sheet metal assembly. 
Predicting post-assembly shapes based on optical measurements and 
adjusting process parameters is a current research topic. Our approach 
focuses on the quality assurance loop, especially the interpretation of 
post-assembly 3D-scans compared to a predicted simulation result. 
Least-squares parameter estimation and POD are utilized to identify and 
quantify the sources of measured deviations. Additionally, our approach 
visualizes contributions of single boundaries to a measured displace-
ment field based on a systematic physical-based decomposition related 
to modal decomposition. 

We briefly compare the proposed method with previously mentioned 
methods. The approaches described by Adragna et al. [31] and Babu 
et al. [7] are especially similar, in terms of the method itself and the 
goal. Babu et al. [7] use the same PCA decomposition of a training data 
set to reconstruct shapes of partially scanned sheet metal parts. The 
difference to our method is the fact that their goal is the reconstruction 
of the geometry of an individual part, whereas we are interested in 
assessing post-assembly shapes. We need to link the PCA basis to 
adjustable process parameters that are reconstructed as well. Adragna 
et al. [31] use a modal decomposition to find a physically meaningful 
basis to provide an understandable decomposition of measured de-
viations. Their approach is similar as far as method, goal, and applica-
tion are concerned; but our approach is different as we generate the basis 
for the approximation differently. This has the benefit that we can relate 
observed deviations directly to adjustable boundaries instead of 

eigenmodes that would require further interpretation to devise coun-
termeasures. A minor drawback of this approach is a costly generation of 
the basis. 

The novelty of our method is the decomposition of measured 
displacement into contributions of adjustable boundaries that are 
plotted on the parts surface mesh. The key contributions are: 

• Method for identifying and visualizing errors in sheet metal assem-
blies caused by wrong positioning of attachment points.  

• Decomposition of measured displacement fields into portions 
contributed by each mechanical boundary con-straining the part.  

• Improvement of decision-making processes for quality assurance of 
exterior assemblies. 

This paper is organized as follows: Section 3 provides a detailed 
description of the method and the calculation steps. Section 4 describes a 
use case as well as the application of the method to simulation data, 4.2, 
and experimental data, 4.3. Results are provided and discussed in Sec-
tion 5, followed by conclusions in Section 6. 

3. Method 

Our goal is to decompose a displacement vector field generated by 
comparing a measurement of a post-assembly geometry with the pre-
dicted ideal geometry. As an example, one can consider an FE- 
simulation performed with the pre-assembly shape to predict the 
optimal assembly. The described decomposition of the vector field is not 
a vector field decomposition in the mathematical sense. It should be 
viewed as a reconstruction based on multiple FE-simulations using 
varying parameter states. 

We provide an overview of our approach with a flowchart and a 
detailed description of the mathematical aspects. Fig. 2 shows the 
workflow that considers “One-time preparation,” “Input” and “Output.” 
The path marked in orange is the “critical path.” Steps 1–7 along this 
path decompose the input field. The workflow is explained at a high 
level, but we also cover the mathematical details. As one-time prepa-
ratory steps, we set up an FE-simulation model of the part we must 
inspect. This model needs to be validated to ensure that it reflects the 
behavior of the real part. The geometry of the simulation model is 
generated via a CAD system. Although the geometric stiffness slightly 
differs between the simulation model and the real part, we assume that 
this difference in stiffness is negligible for our purposes. This aspect, 
with examples, is discussed in [37]. Nevertheless, the geometrical de-
viations of a real part relative to CAD model must be taken into account 
during the pre-processing step of the input to isolate measured dis-
placements caused by misplaced boundaries, see Fig. 1. Next, we need to 
identify the parameters that are considered adjustable during the as-
sembly process. When these parameters and their ranges are known, the 
simulation is performed with a systematic variation of parameter values. 
The resulting ensemble of simulation results is used to generate two 
different bases for least-squares-fitting. Both are capable of approxi-
mating the whole solution space within a defined tolerance. One basis is 
set up by performing a PCA for the results of the whole simulation 
ensemble. The basis generated by PCA is an ensemble of computation-
ally generated synthetic displacement fields with corresponding 
parameter states. This basis is ideal for estimating the parameter states 
of the input displacement field. The second basis is generated by a hi-
erarchical selection of important simulation runs from the ensemble. 
This basis is not ideal for approximating the parameter states, but it has 
the significant advantage that each single basis field can be assigned to 
one parameter. The desired contribution plots can be generated from 
this basis. 

We now consider the input to our method. The input is a displace-
ment field calculated by comparing a measurement with the desired 
ideal. This comparison results in a scalar distance field. To obtain a 
displacement vector field all scalar values at the simulation’s mesh 
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nodes are multiplied with an associated normal vector. The calculation 
of the displacement magnitude is not unique, as distance values can vary 
slightly when changing reference and target geometries. This problem is 
depicted in Fig. 3. For our purposes, we require results for every node of 
the simulation mesh. The distance metric used is the “Cloud to Mesh 
Distance” implemented in the software package “CloudCompare” [38]. 
It calculates the distance from each vertex of the source mesh to the 
nearest triangle of the target mesh. The position of the vertex and the 
triangle’s outward normal are used to (i) determine whether the vertex 
is inside or outside the triangle and (ii) compute a signed distance to the 
plane containing the triangle. One could consider using more accurate 
and complex distance measures like the Hausdorff distance [39]. Point 
set registration could also be performed [40]. We use the simple 
CloudCompare metric as it provides sufficiently precise results for our 
application. For more complex geometries a different metric might be 
necessary. 

We now explain the steps to process one input field. The 1–7 along 
the critical path are discussed. In (1), the input displacement field is used 
as a target for a least-squares-fit using the basis generated by PCA. This 
fit produces “pre-factors” for each basis from which we can estimate the 
parameter states (2) by multiplying the pre-factors with the corre-
sponding basis parameters. These estimated parameters are one output 
that is communicated to the user and, at the same time, used for further 
calculations. Based on the estimated parameters a subset of basis fields 
(3) is selected from the hierarchically generated basis by excluding the 
basis fields that cannot be present for the current input. For instance, if 
the parameter estimation of (2) reveals that the parameter a1 is zero, all 
basis fields of the hierarchical basis with a non-zero value for a1 can be 
excluded. With this subset selected from the hierarchical basis, another 
least-squares-fit (4) is performed, also having the input displacement 

field as a target. The resulting pre-factors are analyzed and further basis 
fields with minor contributions are excluded iteratively (5). This step is 
necessary to reduce the effects needed to explain the input displacement 
field to a minimum. The actual decomposition is calculated per node (6), 
the contribution of each basis field to the total measured displacement. 
Finally, the contribution plots (7) are generated. 

3.1. Preparation steps 

We use a simulation model that has n adjustable mechanical 
boundaries ai. The values of these boundaries are between specific 
minimal and maximal values; they are parameters. Formally, we use the 
following notation: 

a→= (a1, a2,…, an), ai ∈ [mini,maxi]. (1)  

Combinations of parameters a→ are called parameter states. Given 
parameter states, an FE-simulation is performed, calculating a 
displacement vector field u→: 

u→= u→(a1, a2,…, an). (2)  

We express the resulting displacement field u→ as a function of the input 
parameters a→ as u→( a→). By varying the parameters a→within the defined 
intervals, displacement fields uk

→
(ak
→
) are generated. These vector fields 

define the solution space for all simulation results, where the values of 
the parameters ai are in the interval [mini, maxi]. The solution space 
uk
→
(ak
→
) is decomposed via PCA, for example, to express the solution space 

as a linear combination of a small number of vector fields, i.e., 

Fig. 2. Workflow. One-time preparation, input and output of the method. The one-time preparation step concerns simulation set-up and performing simulations to 
create basis fields. The input displacement field is approximated via a least-squares step. 

Fig. 3. Calculating distances between two meshed shapes can lead to different results depending on the choice of distance metric.  
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u→≈ (c1, c2,…, cm)

⎛

⎜
⎜
⎝

B→1

B→2
…
B→m

⎞

⎟
⎟
⎠ = c1 B→1 + c2 B→2 + ⋯ + cm B→m =

∑m

i=1
ci B→i,

(3)  

where every Bi is a displacement basis field generated by PCA and ci is a 
pre-factor of the linear combination. To define the vector c→ a least- 
squares step is performed with a target displacement field created 
from a measurement as input. To determine a suitable basis B→ different 
approaches are applicable. Common approaches often use PCA for this 
purpose. 

3.1.1. Sampling distribution for simulation ensemble 
To generate basis fields using PCA we first sample the solution space 

uk
→. This step is done by selecting discrete points in the parameter space 
ak
→ and performing simulations for every selected parameter state. In our 
approach, we sample the whole parameter space by varying the pa-
rameters a1 to an using the values of min,0,max. This sampling strategy is 
illustrated in Fig. 4 for one n-dimensional hypercube of the parameter 
space for n = 3. As shown, only the corners of every cube are sampled. 
This sampling scheme is called full-factorial sampling. The sampling 
resolution of three values per axis might seem to be coarse, but the 
number of sampling points grows exponentially with the number of 
parameters. Six parameters already result in 36 = 729 possible combi-
nations and simulation runs to be performed. Depending on the output 
behavior of the simulation, the sampling resolution must be adjusted or 
chosen adaptively. For our purpose uniform sampling is sufficient. 

For the example shown in Fig. 4, the number of samples is 33 = 27. 
As each sample point can be written as a vector a→, the information is 
presented compactly in Table 1. In this table, different “Ranks” of the 
vectors a→ are introduced by counting the number of non-zero values in a 
vector a→. For each sample point, a simulation is performed to create the 
required ensemble of simulation results. 

3.1.2. Generating the bases for least-square-fitting 
As shown in Fig. 2, two different bases are necessary for the proposed 

method. One basis is created via PCA applied to the solution space of the 
created simulation ensemble. In this case, the whole ensemble is 
decomposed into its principal components. These principal components 
are represented as displacement fields with associated parameter states. 
These basis fields are synthetically generated by the PCA method and do 
not represent an actual simulation. A critical parameter that must be 
chosen depending on the simulation ensemble is the number of com-
ponents the PCA should use. This number is obtained by plotting the 
variance explained by the generated basis. 

We now discuss the particular steps performed to generate such a 
basis using PCA applied to an ensemble of 3D vector fields. First, all 
vector fields of the simulation ensemble must be “condensed” to scalar 
fields. This is achieved by calculating, displacement magnitudes per 
node. To reduce information loss, we use the singed magnitude along the 
surface normal. This value is computed per node by calculating the 
scalar product of the displacement vector and the surface normal. After 
condensing the whole ensemble of displacement fields to scalar fields, 
PCA is performed. The result of the PCA computation is a set of weights 
for each principal component. Every principal component is a linear 
combination of the ensemble of scalar fields. Instead of applying the 
calculated weights to the scalar fields, we define the linear combination 
with the non-condensed 3D vector fields from the simulations. The 
linear combination defines one displacement field per principal 
component. Again, the same weights are used to calculate an analogous 
linear combination in parameter space. Every principal component is a 
pair of synthetically created 3D vector field data and associated 
parameter states. 

The second basis needed for the proposed method is generated by a 
hierarchical selection of important simulation results from the 
ensemble. The workflow of this selection is depicted in Fig. 5. The 
motivation for a hierarchical selection is the goal to find simulations that 
can be used as bases for a linear least-squares-fit and are related to single 
effects at the same time. The objective of the hierarchical selection is to 
automatically discover the given ensemble of simulation results from 
simple to complex parameter states. The steps performed during this 
automatic discovery are explained next. First, an initial basis is chosen 
that consists only of simulation results that have parameter states, 
located on the axis of the parameter space (Rank 0 and Rank 1 – see 
Table 1). This initial basis is assumed to be almost orthogonal as only 
one parameter is varied per simulation. Second, the initial basis is used 
to approximate all simulation results of rank two via a least-squares-fit. 
The result of each approximation is compared to each actual simulation. 
Each comparison produces a “Difference Field.” We select the difference 
field with the largest (absolute) difference. When the magnitude is larger 
than a tolerance ε a new effect must be considered for approximating the 
current rank within the defined tolerance. The initial basis is expanded 
by adding the difference field with the largest difference. This new effect 
can also be interpreted as a new axis in parameter space. As the sampling 
of the parameter space of the original data set is uniform (see Fig. 4), a 
second difference field with inverse parameter states exists, located on 
the same axis. This difference field with inverse parameter states is 
added to the basis. Two corresponding fields per effect are present, 
covering both axis directions. The added difference fields are considered 
essential for capturing the new effect that cannot be explained by the 
previous basis. This second step is repeated until all simulation results 
from Rank two are approximated within the tolerance ε. Third, all 
displacement fields from rank three are approximated with the new 
basis, and the iterative process is repeated until all ranks are approxi-
mated within the defined tolerance. Choosing the value for ε is highly 
dependent on the required precision of an application. 

3.2. Parameter estimation and contribution plots 

The generated bases are used for approximating a measured 
displacement field via a least-squares-fit. This fitting step determines the 
best pre-factors c→ to approximate a target displacement field u→T by a 
linear combination of the basis fields Bi

→. The index “T” refers to the 
target of the least-squares-fit. For the presented use case the target 
displacement field is obtained by comparing a post-assembly measure-
ment with the desired geometry. All three displacement directions X, Y, 
and Z are considered for the least-squares-fit. We consider every 
displacement field u→ or basis field Bi

→ as a field caused by the parameter 
states a→, i.e., 

Fig. 4. Locations of chosen sample points for basis fields. Points in parameter 
space are placed at positions defined by combining maximum, minimum and 
zero parameter values.(This figure was published in [41] licensed under 
Attribution 4.0 International (CC BY 4.0), see https://creativecommons. 
org/licenses/by/4.0/, changes: variable names). 
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u→T( aT
̅→) ≈

∑
ci B→i( aBi

̅→) (4)  

Eq. (4) is solved with a linear least-squares algorithm that calculates the 
optimal pre-factors ci for the over-determined equation system. Eq. (4) is 
also used for more detailed explanations. 

3.2.1. Parameter estimation using PCA-generated basis fields 
We explore Eq. (4) in more depth. The values for u→T( aT

̅→
), B→i(aBi

̅→
)

and aBi
̅→ are known values, and ci results from the least-squares-fit. The 

only unknown vector is aT
̅→, representing the parameter states that led to 

the measured displacement field uT
̅→. This unknown vector is calculated 

by defining a linear combination using the same pre-factors ci that have 
been calculated via Eq. (4): 

aT
̅→ ≈

∑
ci aBi
̅→. (5)  

As ci and aBi
̅→ are known, the parameter states aT

̅→ can be calculated. By 
that, the basis, generated using PCA, is used to estimate parameter states 
for any displacement field within the solution space of the simulation 
ensemble. 

3.2.2. Contribution plots 
The basis fields generated via hierarchical selection, see Fig. 5, are 

not ideal for approximating the solution space as none of the selected 
basis fields has the same properties as a PCA basis element. The hier-
archical basis must contain more basis fields to represent the solution 
space at least within the specified tolerance. Although the selected 
displacement fields might not be an optimal basis for the approximation 
problem, they have a significant advantage: The chosen basis vector 
fields can be interpreted as contributors to a single effect (one parameter 
or a combination of parameters). The contribution per effect is calcu-
lated as follows: We use the hierarchical basis for a least-squares-fit with 
the measured displacement field as input. The obtained linear 

combination can be interpreted as a combination of single effects. To 
plot the contribution of one single effect to the total measured 
displacement additional calculations are necessary. 

Calculating the single contribution per effect is illustrated in Fig. 6. 
The measured displacement for a node Ni is the distance between the 
desired geometry and the actual measurement. This distance is recon-
structed by a combination of vectors from the basis field using the least- 
squares-fit. The used basis has two basis fields per effect, see Section 
3.1.2. This property makes it necessary to add the corresponding terms 
of the linear combination to obtain the contribution of the underlying 
effect. The partial displacement field di is calculated by adding the terms 
Bici and B− 1

i c− 1
i . The partial displacement field is condensed to a scalar 

field by calculating the magnitude of the displacement vector for each 
node: 

Partial displacement di of the effect ei :

di = |ci B→i + c− 1
i B→

− 1

i |.

Here, Bi and B− 1
i are the basis fields that relate to a single effect, and ci, 

c− 1
i are the pre-factors resulting from the least-squares-fit. Next, the total 

magnitudes of all partial displacements are computed for all nodes, by 
adding the partial contributions: 

Total displacement D :

D =
∑

di

(
sum of all partial displacements of ei

) (7)  

Eqs. (6) and (7) are illustrated on the right-hand side of Fig. 6. The 
calculated total displacement length is used for contribution normali-
zation to the interval [0,1]: 

Contribution of ei :

di/D (ratio of partial displacement of ei and total displacement)
(8) 

Table 1 
Sampling scheme for parameter space. The classification of ranks is done by grouping samples based on the numbers of non-zero parameter values.  
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0 
⎛

⎝
a1
a2
a3

⎞

⎠

⎛

⎝
0
0
0

⎞

⎠

1 
⎛

⎝
a1
a2
a3

⎞

⎠

⎛

⎝
max

0
0

⎞

⎠

⎛

⎝
0

max
0

⎞

⎠

⎛

⎝
0
0

max

⎞

⎠

⎛

⎝
min
0
0

⎞

⎠

⎛

⎝
0

min
0

⎞

⎠

⎛

⎝
0
0

min

⎞

⎠

2 
⎛

⎝
a1
a2
a3

⎞

⎠

⎛

⎝
max
max

0

⎞

⎠

⎛

⎝
max

0
max

⎞

⎠

⎛

⎝
0

max
max

⎞

⎠

⎛

⎝
min
max

0

⎞

⎠

⎛

⎝
max
min
0

⎞

⎠

⎛

⎝
min
0

max

⎞

⎠

⎛

⎝
max

0
min

⎞

⎠
…  

3 
⎛

⎝
a1
a2
a3

⎞

⎠

⎛

⎝
max
max
max

⎞

⎠

⎛

⎝
max
max
min

⎞

⎠

⎛

⎝
max
min
min

⎞

⎠

⎛

⎝
min
min
max

⎞

⎠

⎛

⎝
min
max
min

⎞

⎠

⎛

⎝
min
min
min

⎞

⎠

Fig. 5. Hierarchical basis generation for least-squares-fit. The algorithm approximates every simulation rank-by-rank from the generated ensemble and adds an 
“effect” via a displacement field when approximation error is too large. 
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Once the contribution di/D has been calculated for every effect ei, we can 
plot scalar fields in the 3D domain. These plots show the contributions 
for every effect to the measured displacement field on the scale of 
[0%, 100%], providing detailed insight to an inspection engineer. 

4. Use case – engine hood 

To obtain a better understanding of the method, we describe a real- 
world use case. First, the used simulation model is explained, then our 
method is applied to it. As input displacement field we use a simulated 
data set with a randomly generated simulation parameter, together with 
a scanned measurement data set, chosen for demonstration. 

4.1. Simulation set-up 

The chosen part is the engine hood of an automotive vehicle. This car 
body part is an assembly consisting of seven individual parts. The as-
sembly structure is shown in Fig. 7. Besides the visible outer skin, two 
inner parts are visible when lifting the hood. Four thicker sheet metal 
parts are inside the hood to reinforce its structure. For this hood, an FE- 
simulation model based on the CAD geometry is created. Every 
component of the hood has meshed with 365,154 first-order 3D shell 
elements. All components are joined together by modeling all spot welds 
as well as structural and acoustic adhesives. Finally, mechanical 
boundaries are added, shown in Fig. 7. This figure introduces the chosen 
coordinate system (X-, Y-, and Z-directions). The hood is attached with 
two hinges to the chassis. The right (direction-of-travel) hinge is held in 
position while the left hinge is adjustable in X- and Y-directions. In the 
closed state, one gas spring per side is pushing with 580 N in 
X–Z-direction against the hood near the hinges. In the front, two locks 
and two buffers are modeled as boundaries in Z-direction. While the 
buffers can only push against the hood the locks can push and pull in 
both Z directions. All boundaries are applied to the inner parts or the 

reinforced structure. Fig. 7 provides an overview of the locations of all 
boundaries. 

As material properties, a linear elastic material model is chosen. As 
all parts are made of steel, an E-modulus of 210 GPa and a Poisson ratio 
of 0.3 are chosen. The material thickness is set to 0.7 mm for the outer 
skin and the inner pars. The reinforcing structure has a thickness of 
2 mm. 

Once the simulation model is set up, we need to define the simulation 
parameters that represent adjustable boundaries. These adjustable pa-
rameters are depicted in Fig. 7 as blue boundaries. For this example, not 
all boundaries are considered adjustable. The reason why the right hinge 
is fixed is to have only relative motions between the two hinges when 
varying the boundaries. We exclude pure translations of the hood, as 
they are not of interest and could easily be recognized and pre-filtered in 
real-world cases. All adjustable simulation parameters are displacement 
boundaries, listed in Table 2. 

In the next step, after identifying the degrees of freedom and setting 
up the simulation model, the simulation ensemble is generated by 
sampling the parameter space, see description in Section 3.1.1. For this 

Fig. 6. Left: Desired geometry and measured geometry represented by same mesh. Right: Reconstruction of measured distance for single node Ni and contribution for 
every effect calculated from corresponding basis fields. 

Fig. 7. Left: Assembly of the used hood. Right: 
Boundaries of simulation together with the coordinate 
system. The boundaries are fixed (cannot move), 
adjustable (used to manipulate the hood’s shape), or 
forced (pre-defined forces modeling gas springs 
attached to the hood). Left and Right are defined 
respectively to the driving direction and indicated with 
“L” and “R”. (This figure was published in [41] licensed 
under Attribution 4.0 International (CC BY 4.0), see 
https://creativecommons.org/licenses/by/4.0/, 
changes: Added L & R indicators, font size.)   

Table 2 
Simulation parameters and corresponding value ranges.  

Simulation 
parameter 

Label Description Range of values in 
mm 

a1  HINGE X Hinge left, X-direction  [ − 1;1]
a2  HINGE Y Hinge left, Y-direction  [ − 1;1]
a3  LOCK L Lock left, Z-direction  [ − 1;1]
a4  LOCK R Lock right, 

Z-direction  
[ − 1;1]

a5  BUFFER 
R 

Buffer right, 
Z-direction  

[ − 1;1]

a6  BUFFER L Buffer left, Z-direction  [ − 1;1]
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particular example, 729 simulations were performed to sample all six 
parameters with the values − 1, 0, and 1. Additionally, 1400 simula-
tions, evenly distributed in the parameter space, were performed for 
validation purposes. All the simulation outputs were post-processed by 
calculating the scalar product between the surface normal and 
displacement vectors. Thus, only the displacement perpendicular to the 
surface is obtained. This step is necessary as the displacement field 
extracted from the 3D scan does not recognize in-plane displacements. 
The generated ensembles are used to generate the two bases (PCA basis, 
hierarchical selection basis). 

4.1.1. Preparing the PCA basis 
The basis obtained with PCA is calculated as described in Section 

3.1.2. For this PCA decomposition, only the simulation results of the 
visible outer skin are used. Only the portion of displacement that is 
perpendicular to the geometry surface is considered. The information 
used for subsequent calculations is restricted to the same information we 
can acquire by scanning the part in the assembled situation. 

When performing PCA, the selection of the number of principal 
components (PCs) must be chosen carefully. This number affects the 
quality of the reconstruction achieved with the generated basis. To 
ensure that this number is not chosen too low, we plot the explained 
variance of the first ten principal components in Fig. 8. This figure shows 
that the whole solution space can be decomposed into seven compo-
nents. Adding more components does not change the amount of infor-
mation represented by the basis in a relevant way. However, to prevent 
errors potentially caused by choosing an insufficient number of PCs the 
first ten components are selected. The only disadvantage of selecting a 
larger number of PCs is increased computational cost of the approxi-
mation step using least-squares-fitting. The accumulated explained 
variance of the first ten components is 99.99985% of the total variance 
of the solution space. The whole solution space can be approximated 
with the basis found via PCA. The number of PCs highly depends on part 
behavior and the number of attachment points; it must be chosen 
application-dependent. The number of PCs could be determined auto-
matically, e.g., by setting a minimum value for the accumulated 
explained variance. To ensure that the least-squares method is capable 
of correctly approximating parameters from arbitrary input- 
displacement fields, all 1400 displacement fields from the validation 
ensemble are approximated. The estimations for the parameter states 
are compared to the hidden input parameter state for each simulation. 
The estimation error is shown as a boxplot in Fig. 9. All 8400 values (six 
parameters × 1400 simulations) were estimated within the tolerance of 
±0.004 mm. One approximation with 10 basis fields requires about 5 s. 
None of the approximated parameter values can be obtained merely by 
evaluating a single node in the simulation mesh that is provided to the 
PCA. The simulation results provided to the PCA only contain infor-
mation about the visible outer skin. However, all mechanical boundaries 

are interacting with the inner parts of the hood. 

4.1.2. Preparing the hierarchical basis 
The hierarchical basis needed for generating the contribution plots is 

calculated with the scheme described in Section 3.1.2. The user-defined 
value ε, see Fig. 5, is 0.1 mm. This value is the maximally allowed error 
for the approximated displacement fields before the basis is extended by 
an additional effect. The generation of the hierarchical basis is done with 
the same ensemble used as input for PCA (729 simulations). The 
resulting basis consists of 38 effects, which one can assemble from two 
corresponding basis fields. To determine whether the generated basis is 
flexible enough to approximate the whole solution space, all 1400 
displacement fields from the validation ensemble are approximated 
using all 38 effects. Here, the approximation output is a displacement 
field, and not an estimate of parameter states, see Section 3.2. As a 
benchmark for the quality of the approximation result, the maximum 
difference between each approximation and the input displacement field 
is used. A histogram generated from all 1400 maximum error values is 
shown in Fig. 10. Most approximations have a maximum error of below 
0.01 mm, and single simulations can only be approximated within a 
tolerance of ±0.025 mm, which is still sufficient for the presented use 
case. The method never uses the whole hierarchical basis, as it is 
coarsened during the workflow to isolate the driving effects, see Fig. 2. 

Fig. 8. Distribution of variance that are explained by each principal compo-
nent. The cumulative explained variance is plotted in orange. Most of the in-
formation is contained in PC1–PC7. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 9. Boxplot of estimation error per parameter for estimation of 1400 sim-
ulations from validation ensemble. The maximum error is below 0.004 mm for 
all estimates. 

Fig. 10. Histogram for maximum reconstruction error (worst mesh node) when 
reconstructing 1400 simulation results from simulation ensemble using hier-
archical basis for least-squares-fitting. 
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4.2. Application to simulated data 

To demonstrate the output of the method a random simulation result 
from the validation ensemble serves as an input displacement field. The 
reasons for using a simulation as a pseudo-measurement are demon-
stration and validation. As the parameter states are well-known, we can 
later compare these with predictions of the method. Parameter states are 
considered unknown or hidden for validation. The proposed method is 
used to estimate the parameter states and the contribution plots for the 
input displacement field. To clarify this process, every step is explained 
with Fig. 2. First, a least-squares-fitting step (1) is performed using the 
basis generated by PCA. The results are estimates of parameter states (2) 
and a reconstruction of the displacement field. The displacement field is 
used to assess the quality of the reconstruction. The hierarchical basis is 
coarsened (3) by excluding irrelevant basis fields based on the estimated 
parameter state. This coarsened basis is used for an additional least- 
squares-fitting step (4). The resulting fit is analyzed to iteratively 
remove (5) further basis fields that have negligible contributions to the 
calculated linear combination. When the basis cannot be coarsened any 
longer, the remaining basis fields are used to calculate the decomposi-
tion of the input displacement field (6). This decomposition is plotted 
per effect (7). 

4.2.1. Results 
We discuss the results shown in Fig. 11. As mentioned in Section 3, 

the proposed method provides two kinds of outputs: parameter esti-
mation and visualizations of contributions for every adjustable 
boundary. 

The input displacement field is shown in the first picture of the top 
row. The corresponding parameter values are listed in the table (“Input 
parameter”). These parameter states are considered as hidden. The 
reconstruction using the PCA basis (1) is displayed next to the input 
displacement field. The estimated parameter (2) states are listed in the 
table (“Estimated Parameter”). As the simulation used for validation is 
contained in the validation ensemble, we know that the error of the 
parameter estimate is below ±0.004 mm, see Fig. 9. The difference 
between the input and reconstructed displacement fields is used to 
validate the desired quality of the reconstruction. A direct comparison 
between these two fields is plotted in the right picture of the first row on 
a scale of 0–0.25 mm. This approximation does not show any recog-
nizable differences. To compare different approximation results, the 
RMS1 error is calculated for all node displacement differences. The 
reconstruction performed with the coarsened hierarchical basis (4) is 
shown next to the reconstruction based on the PCA basis. Again, the 
reconstruction cannot visibly be distinguished from the input field. 
Considering the RMS error, the reconstruction is slightly worse than the 
reconstruction based on the PCA basis. The reconstruction using the 
hierarchical basis, shown in this figure, only uses five effects (HINGE X, 
HINGE Y, LOCK L, LOCK R, LOCK L & LOCK R). All other basis fields are 
excluded already by the coarsening loop (5). The effect “LOCK L & LOCK 
R” is a combination of the parameter LOCK L and LOCK R that cannot be 
explained by a combination of the single effects. The contributions per 
effect are plotted in the lower half of Fig. 11 on the scale of 0–100%. 

The output of our method is understandable and simple to interpret. 
The user does not have to identify critical parameters as the method can 
provide information about the parameter contributions for all measured 
points. Our proposed method could be used, for example, as a kernel for 
a process control loop to achieve a self-compensating assembly process 
using optical measurement for assessing process quality. 

4.3. Application to measurement data 

We have performed a validation of the proposed method by 

performing an experiment with a real car body part. The car body part 
used for the validation with experimental data is the one presented in 
Section 4 – an engine hood from a BMW E46. 

4.3.1. Hardware Set-up 
The hood is prepared for measurement by applying a light gray paint- 

job to it. This is necessary to scan the part with a structured light 
scanner. Besides the part itself, a fixture is designed and built up from 
aluminum profiles. Locks, buffers, hinges, and gas springs are mounted 
onto this frame. The whole set-up is depicted in Fig. 12. To make the 
relative position of the hinges adjustable, the left hinge is mounted onto 
a compound slide. The locks and buffers have proprietary adjustment 
options. The frame is equipped with markers to align different mea-
surements. A dial gauge is used to change boundaries precisely. The 
hood is not mounted in the orientation as assembled in a car, but this 
only affects the direction of gravity used in the simulation. For valida-
tion, the orientation of the hood does not matter; orientation matters 
when considering the scanning set-up, see the right side of Fig. 12. The 
cameras and projector of the structured light scan system must have a 
certain distance to the scanned object to capture the entire object. 
Usually, complex parts are captured in many pictures that are stitched 
together. However, to reduce the uncertainties caused by data regis-
tration, we condense every measured state of the hood into a single 
picture. This approach leads to a much coarser resolution and noisier 
measurement. Nevertheless, the quality of the results is still sufficient for 
validation. A significant advantage of this setup is the fact that the hood 
and the hardware components of the scanner are not moved between 
scans. All measurements are made in the same coordinate system. This 
eliminates the need for alignment. The markers that are mounted to the 
fixture are primarily used to determine whether something has moved 
between scans. 

4.3.2. Verifying the scan setup 
The used measurement system is a modified HP pro S3 structured 

light scanner, calibrated with custom calibration panels for the large size 
of the scan window. To verify the precision and reproducibility of the 
scanning system, we must perform experiments with different scan set- 
ups. First, measurement noise is investigated by performing scans with 
different settings. In particular, exposure time of the cameras is varied in 
the range 1

7.5 to 1
20 s. Fig. 13 shows a comparison between the generated 

point cloud and a smoothed surface for a smaller region of the geometry. 
The table in the figure lists statistical properties for each region. The 
average deviation shows that the measurement results are approximated 
well by a smooth representation of the geometry. As local profile defects 
are not relevant for validation, a smooth surface representation is 
desired. This geometry is obtained by smoothing the acquired point 
cloud. All scans generated with different exposure times produce almost 
the same shape after smoothing. For validation 1

15 s is used, although the 
measurement noise is higher than that obtained with 1

7.5 or 1
10 s. The 

reason for choosing this value is: By scanning with this exposure time 
one obtains the best overall percentage of points classified as “high- 
quality points” by the scanning software (HP 3D Scan 5). A single scan 
produces about 1 million high-quality points. One measurement step 
samples the geometry of the shown part approximately five times more 
densely compared to the simulation mesh (outer shell visible by scanner: 
188,559 mesh nodes). 

A second test was performed to assess the repeatability of the whole 
setup. We perform an initial scan and a complete full experiment, where 
the positions of the Locks and Buffer are changed. Afterward, all 
boundaries are returned to their initial positions and a second scan is 
performed. A comparison between the initial and second scan is shown 
in Fig. 14. The singed distance between the scans is plotted on a scale of 
±0.1 mm. Besides measurement noise, no deviations of relevant mag-
nitudes can be identified. 

1 Root-mean-square. 
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4.3.3. Experimental validation 
To validate the proposed method based on experimental data, an 

experiment similar to the validation with simulation data as presented in 
Section 4.2 is performed. To generate the necessary input displacement 
field, two scans are compared. The first scan is acquired for the initial 
situation. This situation is considered as desired geometry or “target 
geometry” for validation. In a second step, different mechanical 
boundaries are adjusted with the dial gauge to change the state of 
boundaries. It turns out that the fixture cannot be assumed to be entirely 
rigid. Unfortunately, this leads to minor movement of some boundaries 
while adjusting others. Setting all boundaries to a certain state is not 
straightforward with one dial gauge. To solve this problem, multiple 
gauges are used to capture and compensate for unwanted run-away. 
When boundary states have been changed precisely, a second scan of 
the new configuration is acquired. The second scan is considered an 
undesirable situation with misplaced boundaries. The two scans are 
aligned with the simulation mesh (CAD geometry) and the distance 
between each scan and the simulation mesh is calculated. The 

displacement magnitude (distance between two scans) is obtained for 
the simulation mesh. The direction of the displacement is assumed to be 
perpendicular to the surface of the CAD geometry. A displacement 
vector per node is calculated by multiplying the surface normal with the 
calculated displacement magnitude. The resulting vector field is the 
desired input for validation. 

4.3.4. Results 
The results of the validation with experimental data are summarized 

in Fig. 15. The input displacement field is obtained as described before. 
The upper picture on the left side of the figure shows the input 
displacement field. The changed boundaries – changed relative to the 
initial measured state – are the left lock in negative Z-direction, the right 
lock in positive Z-direction, and the left buffer in positive Z-direction, all 
of the dimension 1 mm. The values are summarized in the table con-
tained in the figure. In this configuration BUFFER R is not actively 
controlled as the hood lifts off the buffer loses contact. The position of 
the contact point for BUFFER R results from the change of part shape. 

Fig. 11. Validation results with artificial input data. Top row: Input displacement field and reconstructions with PCA basis and hierarchical basis. Right: Recon-
struction error when using PCA basis. Middle row: Contribution plots generated for the reconstruction obtained with the hierarchical basis. Table: Parameter values 
estimates and estimation errors obtained from the reconstruction with the PCA basis. 

Fig. 12. Left: Experimental setup used for the validations with measurement Right: High-level depiction of set-up for scanning the hood.(This figure was published in 
[41] licensed under Attribution 4.0 International (CC BY 4.0), see https://creativecommons.org/licenses/by/4.0/, changes: spelling.) 
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However, this position is estimated by the method. The picture next to 
the input field shows the reconstruction performed with the same PCA 
basis also used for the validation, see Section 4.2. Under the picture, the 
RMS-error value is provided. The difference between input field and 
reconstruction using the PCA basis is plotted in the top-right of the 
figure, on a scale of 0–0.25 mm. The error of reconstruction is mostly 
below 0.1 mm, and some local areas show error values of up to 0.25 mm. 
The estimates of the parameter states obtained from the reconstruction 
with the PCA basis are shown in the table shown in the figure. Compared 
with the set parameter states, the maximum estimation error is 0.14 mm 
for the left buffer, and all other parameter values are estimated within 
the tolerance of ±0.06 mm. 

Next to the picture showing the reconstruction with the PCA basis, 
the reconstruction with the hierarchical basis is depicted. The quality of 
this reconstruction is also assessed with the RMS error. As expected, the 
error value is slightly higher when compared to the optimal PCA basis 
approach. The reconstruction with the hierarchical basis is again used 
for creating the contribution plots shown in the lower half of Fig. 15 on a 
scale of 0–100%. It is striking that the hierarchical basis captures the 
effect of moving the hinge in Y-direction although it was not moved 
during the experiment – but the estimator barely recognizes a movement 
of this boundary. 

4.4. Computation times 

Table 3 summarizes computational run times. All times were 

obtained with the same system configuration:  

• Processor: Intel i7-5820k@3.6GHz  
• Memory: 64Gb DRR4@2100MHz  
• Storage: M.2 SSD read; write 3200 MB/s; 1400 MB/s  
• GPU: not used for calculations/simulation  
• OS: Microsoft Windows 10 Pro  
• FE-solver:ABAQUS – Dassault Systèmes 

The computation of the simulation ensemble takes up most of the 
overall time. However, this preparation step could be performed in a 
parallel fashion; thus, this step scales with the amount of available re-
sources. All simulation results are converted to binary vtk file format – 
[42]. To perform PCA, our system uses the python implementation of the 
“scikit-learn” library – [43]. All displacement fields are pre-loaded to the 
ram as a list of “NumPy” matrices – [44]. The generation of the bases 
does take about 41 s for performing PCA for the ensemble of displace-
ment fields and calculating the resulting basis sets with corresponding 
parameter states. The generation of the hierarchical basis is more costly, 
requiring about 3:21 h of computing time. This is explained by the 
iterative algorithm, depicted in Fig. 5. However, as this step must be 
performed only once, this computing time does not impact the appli-
cability of the method. The critical run times are the execution times. 
The estimation of the parameter states, performing a 
least-squares-fitting step with the PCA-basis, takes about 1.84 s. To 
compute a least-squares-fit, we use the python library “SciPy” – [45]. 
Coarsening the hierarchical basis iteratively and calculating the 
contribution plots takes about 19.77 s. Besides the used libraries, all 
custom implementations of the presented algorithms were done in 
python. 

5. Discussion 

The discussion of this paper addresses various aspects: First, the 
method is discussed in detail, followed by the achieved results obtained 
with artificially generated simulation data. Next, the experimental setup 
and the achieved results of the pre-studies are addressed. The validation 
results performed with real measurement data obtained from the 
experiment are discussed. Last, the run times are assessed in terms of 
usability for a real-world setting, followed by a comparison with state- 
of-the-art methods. 

The described method has two outputs. The first output is an esti-
mate of the parameter states based on an acquired input displacement 

Fig. 13. Investigation of measurement noise when using different exposure times (scan settings). Top: Point clouds compared to surface generated by smoothing of 
measured point clouds. Bottom: statistical properties for each scan enabling comparison of results. 

Fig. 14. Investigation of the reproducibility scan setup for two situations. First: 
Initial measurement. Second: Changing boundary position and measuring after 
returning all boundaries to initial position. 
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field. This output is only an interim result that arises during calculations. 
The methods employed for this calculation step (PCA and least-squares- 
fitting), are commonly used for solving this type of problem, and they 
are not a contribution of this paper. However, the validations with 
experimental data showing the usability for parameter estimation in 
sheet metal assembly processes is considered as a contribution. 

The second output of the method are the contribution plots, 
decomposing the input displacement field into single plots per effect. 
The presented approach is unique and the main contribution of this 
paper. The contribution plots provided by the method, see Fig. 15, 
support a quality inspection engineer in a “human-in-the-loop decision- 
making process”. The plots provide a visually intuitive way to under-
stand the superposition of boundary effects. However, one disadvantage 
of this visualization is that these plots do not have an underlying 
physical basis that could be used for determining correctness. 

The validation with simulation shows the potential of the proposed 
method under ideal conditions, without any disturbance caused by real- 
world circumstances. The results shown in Fig. 11 demonstrate two 
facts. First, the parameter estimation of the six boundary states is 
working extremely well, with estimation errors below 0.004 mm. This 

value does not only hold for the shown input displacement field but also 
for the whole validation ensemble of 1400 simulations evenly distrib-
uted in parameter space, see Fig. 9. None of the parameter states can be 
obtained by evaluating single nodes of the input field, as the attack 
points of the boundaries are all attached to the underlying structure of 
the part. Second, the reconstruction of the input field using the coars-
ened hierarchical basis performs almost as well as the reconstruction 
method using the PCA basis. The similarity between the two different 
reconstruction bases and the input displacement field is the foundation 
of the validation. The contribution plots themselves cannot be validated 
by performing measurements on the input data or set-up. However, the 
quality of reconstruction and the effects can be evaluated. The presented 
example documents satisfying reconstruction results, and all identified 
effects and plotted areas of impact are plausible. Thus, our method 
works as intended and provides correct information to the user. 

The validation performed with experimental data of a measured real 
physical part shows that the proposed method has great potential for 
real-world applications. This step is very important as most research 
discussed in the literature, e.g., [22], does not use real measurement 
data but adds artificial noise to simulation data instead. The problems 
that arise when applying a method to real-world set-ups are not 
addressed. In our work, two different pre-studies are performed. The 
first study addresses the measurement noise of the scanning system. 
Fig. 13 summarizes the effect of different exposure times on measure-
ment noise. One of our important findings for evaluating raw mea-
surement data is the fact that measurement noise does not significantly 
affect the resulting shape when smoothing point clouds. As we are not 
interested in surface defects, like buckles or dents, our scan system 
set-up is sufficient for validation. The second pre-study addresses the 
repeatability of the experimental set-up, see results in Fig. 14. Our 
comparison shows differences below 0.1 mm between an initial scan and 
a second scan after changing boundary conditions and returning them to 
the initial position. With proper care, repeatability of ±0.1 mm was 
achieved. 

Fig. 15. Validation results with experimental measurement input data. Top row: Input displacement field and reconstructions with PCA basis and hierarchical basis. 
Right: Reconstruction error when using PCA basis. Middle row: Contribution plots generated from reconstruction with hierarchical basis. Table: Parameter value 
estimates and estimation errors obtained from reconstruction with PCA basis. 

Table 3 
Computational run times. “Preparation times” and “Execution times” are listed.  

Task Time per 
simulation 

# of 
simulations 

Total 
time 

Preparation times 
Generating simulation ensemble 187 s 729 37.87 h 
Generating validation ensemble 187 s 1400 72.72 h 
PCA-basis generation – – 41 s 
Hierarchical-basis generation – – 3:21 h 
Execution times 
Performing parameter estimation – – 1.84 s 
Coarsening hierarchical basis and 

generate contribution plots 
– – 19.77 s  
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The actual results of the validation with experimental data are 
summarized in Fig. 15. The input displacement field contains noise from 
the scans, being the foundation for the displacement field. The estimated 
parameter shown in the table has a higher estimation error when 
compared with the previous validation. However, all parameter values 
can still be estimated within the tolerance of ±0.06 mm, except BUFFER 
L having an estimation error of 0.14 mm. To explain this value we must 
explore the approximation quality of the reconstruction method with the 
PCA Basis. A direct comparison between this reconstruction and the 
input displacement field is also shown in Fig. 15. This comparison shows 
error values up to 0.25 mm in some areas that appear to be mostly near 
the location of BUFFER L. We explain this deviation between measure-
ment and approximation by a behavior of the real part that cannot be 
expressed by the simulation model. When performing an in-depth 
parameter study directed at fine-tuning the simulation model to repli-
cated the measured state we are unable to explain or “correct” the 
observed behavior. We assume that the used physical part does not 
exactly behave as expected. This leads to approximation errors when 
performing the least-squares-fitting step, and to errors when estimating 
parameter values. However, our validation results demonstrate the 
robustness of the method. When working with noisy measurement data 
and slightly different part behavior, one could still evaluate the 
parameter states at the proper scale. Furthermore, indicators for prob-
lematic areas that cannot be explained by the solution space are ob-
tained (differences between measured field and reconstruction). 

We now focus on the contribution plots. We evaluate the quality and 
value of these plots by comparing the reconstruction performed with the 
PCA basis to the reconstruction based on the hierarchical basis. Slight 
differences can be spotted, but the underlying behavior is nearly iden-
tical. Our discrete color map is highly sensible, e.g., slight differences 
affect the path of iso-lines. Unfortunately, when using a continuous 
rainbow color map, for example, completely hides these differences. The 
contribution plots themselves show the correct contributing effects to 
create the input displacement field. The effect HINGE Y was not changed 
during the experiment, but it is used to explain the measured displace-
ment. This might not seem intuitive, but this is plausible when exam-
ining the reason for this behavior. The effect HINGE Y that corresponds 
to the relative distance between the two hinges in Y-direction is highly 
sensitive for two reasons: (i) changing this boundary state of magnitude 
1 mm does cause displacements of up to 3.1 mm affecting large areas of 
the part. Even small movements of this boundary cause recognizable 
effects for the contribution plots. (ii) Small movements of the hinges in 
Y-direction cannot be excluded due to the physical setup that is not 
entirely rigid at this scale. 

The computational run times are listed in Table 3. As expected, most 
time is needed for generating the simulation ensemble. Nevertheless, 
these times are obtained via sequential execution of individual simula-
tion runs, and run times would scale with available computing re-
sources. The generation of the different bases requires a total of about 
3.5 h. All pre-computation times are not excessive, as these steps are 
performed only once. More relevant for the application in real-world 
assembly processes are the execution times for the steps necessary for 
every individual measurement. The parameter estimation performed 
with the PCA basis requires less than 2 s. The result of the parameter 
estimation could already be used as a kernel for a self-compensating 
assembly system, see Fig. 1. This approximation uses all 188,559 
displacement vectors to perform the least-squares-fitting step. This step 
could be accelerated significantly by coarsening the input displacement 
field. The second step, performing the approximation again with the 
hierarchical basis, requires about 19.77 s, explained by the iterative 
coarsening of the full basis. The ability to generate contribution plots is 
an extremely helpful functionality of a human-in-the-loop system, but it 
is not a needed component of an in-line system, where real-time per-
formance is expected. Our computation times are within an acceptable 
range for the applications we consider. 

6. Conclusions 

We have introduced a method to gain insight into a measured high- 
resolution displacement field describing the deviation of a desired, ideal 
CAD geometry part from its physically manufactured counterpart. As an 
application, we have considered sheet metal assembly and used our 
method to visualize contributions of individual part boundaries to a 
measured displacement field. Our method can greatly assist a quality 
inspection engineer by decomposing the measured displacement field 
into its constituent components associated with specific boundaries. The 
engineer can more easily understand the cause(s) of observed deviations 
and perform appropriate countermeasures for correction. Our imple-
mentation uses commercially available FE-simulation and visualization 
software. We have described the use of our method in a real-world 
scenario and performed validations for simulated and experimental 
data. We have examined the usability of our approach for parameter 
value estimation in depth. Our results document that it is possible to 
reconstruct an input displacement field with a difference less than 
0.25 mm, compared to the input when using experimental data. Our 
validations demonstrate that it is viable to use our method as a stand- 
alone solution or as a component of a decision-making system in a 
self-compensating assembly setting. 

To improve the presented method one could investigate the mapping 
between measured displacement fields and CAD geometry in more 
depth, where pre-simulated basis fields would be defined. In our current 
approach, we use simple distance calculation available in the software 
CloudCompare. If one were to use the proposed method for self- 
compensating assembly processes, the generation of the input 
displacement field, see Fig. 1, would have to be accelerated significantly. 
The FE-simulation that predicts an ideal assembly based on a pre- 
assembly 3D-scan, is too slow for in-line usage. However, the predic-
tion of the boundary states, achieved by the proposed method in 
approximately 1.85 s, already suffices for most applications and could be 
accelerated more by reducing the number of points used for prediction. 
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