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ABSTRACT

We present a novel user interface in the form of a comple-
mentary virtual environment for managing personal docu-
ment archives, i.e., for document filing and retrieval. Our
implementation of a spatial medium for document interac-
tion, exploratory search and active navigation plays to the
strengths of human visual information processing and further
stimulates it.

Our system provides a high degree of immersion so that the
user readily forgets the artificiality of our environment. Three
well-integrated features support this immersion: first, ween-
able users to interact more naturally through gestures and
postures (the system can be taught custom ones); second, we
exploit 3D display technology; and third, we allow users to
manage arrangements (manually edited structures, as well as
computer-generated semantic structures). Our ongoing eval-
uation indicates that even non-expert users can efficiently
work with the information in a document collection and that
the process can actually be enjoyable.

ACM Classification: H5.2 [Information interfaces and pre-
sentation]: User Interfaces. - Graphical user interfaces.

General terms: Human Factors, Design.

Keywords: Multimodal Interaction, Interactive Search,
Human-centered Design, Immersion, 3D User Interface.
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INTRODUCTION

Visual information naturally and promptly evokes patternsof
understanding as well as spatial associative memory. Visual
processing and visual association are therefore importantca-
pacities in human communication and intellectual practice.
In particular, this holds true for the more and more efficiency-
driven work strategies of people in office environments. As
an example, documents are not simply a means of raw in-
formation storage but rather an intricate communication in-
strument which has been adapted to human perception over
the centuries: the choice of information carrying elements
(headlines, paragraphs, graphics, images, icons, etc.), read-
ing order, and presentation are combined so as to express
the intentions of a documents author. Different combinations
lead to individual document classes, such as business letters,
newspapers or scientific papers. Thus, it is not only the text
which captures the message of a document but also the in-
herent meaning of the layout and the logical structure.

Over the last decades the paradigm of document management
and storage has quickly evolved towards electronic formats,
leading to new means for non-tangible document processing
and virtual instead of physical storage. As a result, the spa-
tial cues/affordances of document filing and storage may be
lost or abstracted. For instance, when documents are stored
on portable electronic media, such as a USB stick, they can
easily be taken home, but they are no longer individually tan-
gible. To work with them they have to be retrieved from
the device. The only support here are ones own memory or
search engines, the latter only providing the user ”keyhole”
access to the contents, ignoring most clues from the docu-
ment structure and arrangement. In order to address this is-
sue, we need to develop virtual work-environments that not
only take advantage of people’s inherent visual information
processing capabilities but also actively motivate the user to
make use of these capabilities. One of the key capabilities
to exploit in virtual environments is immersion, which inte-
grates the user more intuitively in the computer system. The



user gets the impression of being part of the virtual environ-
ment and, ideally, can manipulate it similarly as one would
do this in real surroundings, without devoting conscious at-
tention to the use of an interface. For instance, 3D appli-
cations can be controlled through clever use of mouse and
keyboard combinations, but the task of moving and placing
objects in a 3D space with 2D interaction devices is cum-
bersome, requires effort and the conscious attention of the
user. More complex tasks, e.g., opening and leafing through
a document, require more complex combinations that users
might have to initially train. One reason why virtual envi-
ronments are not yet as common as one would assume given
the advantages they present might be the lack of adequate
(cost-effective, user-friendly, reliable, etc.) hardware and in-
terfaces to interact with data in immersive environments, as
well as methods and paradigms to intuitively interact in 3D
settings.

We describe a novel perceptual system and user interface as
a complementary virtual working environment for document
filing and retrieval. The system:

1. provides a powerful knowledge management back-end ex-
ploiting both statistical knowledge (e.g. similarity, cluster-
ing) and formal knowledge (e.g. ontologies, stacks with
labels) to assist users in relating documents.

2. presents a virtual reality implementation of the desktop
metaphor supported by cost-effective 3D technology for
the display (stereoscopic screens) as well as the input (six
degrees-of-freedom data gloves).

3. supports functional processing of document spaces through
(a) custom arrangements, searches, notes and associations;
and (b) use of natural hand gestures for the navigation /
manipulation of the data.

STATE OF THE ART
The problem of document space processing has been ad-
dressed from different perspectives. Welch et al. [24] pro-
posed new desktops enabling people to ”spread” papers out
in order to look at them spatially. High-resolution projected
imagery can be used as a ubiquitous aid to display docu-
ments not only on a desk but also on walls or even on the
floor. People at remote sites would be able to collaborate
on 3D displayed objects in which graphics and text can be
projected. Krohn [11] developed a method to structure and
visualize large information collections allowing the userto
quickly recognize whether the found information meets ex-
pectations or not. Furthermore, the user can provide feed-
back through graphical modification of the query. Shaw et al.
[18] describe an immersive 3D volumetric information visu-
alization system for the management and analysis of docu-
ment corpora. Based on glyph-based volume rendering, the
system enables the 3D visualization of information attributes
and complex relationships. Two-handed interaction is made
possible via magnetic trackers and stereoscopic viewing pro-
vides a user with 3D perception of the information space.
The following two sections treat in more detail the two core
aspects of visualization and interaction in 3D environments.

Figure 1: Our system setup: stereoscopic display,
tablet pc, and data glove.

Visualization
The information cube introduced by Rekimoto et al. [14]
can be used to visualize a file system hierarchy. The nested
box metaphor is a natural way of representing containment.
A problem with this approach is the difficulty in gaining a
global overview of the structure, since boxes contained in
more than three parent boxes or placed behind boxes of the
same tree level are hard to perceive. Card et al. [6] pre-
sented a hierarchical workspace called Web Forager to orga-
nize documents with different degrees of interest at different
distances to the user. A drawback of the system, however, is
that the user, who can execute only search queries, is not as-
sisted by the computer in organizing the documents in space
as well as in mental categories.

3D NIRVE, a 3D information visualization presented by Se-
brechts et al. [17], organizes documents selected from a
search query based on the categories they belong to. Nev-
ertheless, placing the documents around a 3D sphere proved
to be less intuitive than simple text output.

Robertson et al. [15] developed Task Gallery, a 3D window
manager that can be considered as a direct conversion of the
conventional 2D metaphors to 3D environments. The 3D
space is used to attach tasks to walls and to switch between
different tasks by moving them on a platform. The main ad-
vantage of this approach over the 2D windows metaphor is
limited to supporting a user’s spatial memory for finding ex-
isting tasks.

The Tactile 3D system [1], a commercial 3D user interface
for the exploration and organization of documents, is stillin
development. The file system’s tree structure is visualizedin



3D space using semi-transparent spheres that represent fold-
ers and that contain documents and other folders. The at-
tributes of documents are at least indicated through the use
of different shapes and textures. Objects within a container
can be placed in a sorting box and be sorted by various sort-
ing keys in the conventional way, forming 3D configurations
like a double helix, pyramid, or cylinder. The objects that are
not in the sorting box can be organized manually.

Focusing on user-experience Agarawala et al. [2] propose
an implementation of the virtual desktop that incorporatesa
simulation of the physical affordances of documents: friction
and mass influence their motion when dragged or tossed, and
collisions with other documents are simulated realistically.
Their environment allows the user to easily pile and group
documents in more casual arrangements. To support such
tasks they introduce intuitive interaction metaphors, such as
the Lasso-Menu that enables users to circle documents to
quickly select, pile or otherwise manipulate them. While
the arrangement capabilities of the environment are powerful
when combined with human manipulation, contextual infor-
mation, i.e., document content and meta data, is not exploited
and relations between documents are only supported through
their placement on the desktop.

The ongoing discussion on the usefulness of 3D visualization
of complex information spaces is quite controversial [17],
[23], [21], [25]. Nevertheless, Ware’s results [23] show that
building a mental model of general graph structures can be
improved by a factor of three compared to 2D visualization.
The studies also show that 3D visualization supports the use
of the spatial memory and that user enjoyment is generally
better with 3D visualizations, which has been recently re-
discovered as a decisive factor for efficient working.

Interaction
Research on human-computer interaction has devoted much
attention to visual capturing and interpretation of gestures.
Either the user or just hands are captured by cameras so posi-
tion or posture of the hands can be determined with appropri-
ate methods. To achieve this goal, several different strategies
have been proposed. The most natural and most comfort-
able way to interact uses non-invasive techniques. Here, the
user is not required to wear any special equipment or cloth-
ing. Consequently, the system’s software is tasked with in-
terpreting a set of cameras’ live video streams in order to
identify the user’s hands and the gestures made. Some ap-
proaches aim to solve this segmentation problem by assur-
ing a specially prepared background [4], still others try to
determine hand position and posture by feature recognition
methods [13]. Newer approaches use a combination of these
methods to enhance the segmentation process and find the
user’s fingers in front of varying backgrounds [22]. Other
authors simplify the segmentation process by introducing re-
strictions, often by forcing the user to wear marked gloves
[19], using specialized camera hardware, or restricting the
capturing process to a single properly prepared setting [7].

Although promising, all of these approaches have the com-
mon drawback that they impose special needs on the environ-
ments in which they are used. They require uniform, steady
lighting conditions, high contrast in the captured pictures,

Figure 2: A virtual work desk.

and they have difficulties when the user’s motions are so fast
that hands are blurred on the captured images; they demand
substantial computing resources as well as special and often
costly hardware; and the cameras for capturing the user have
to be firmly installed and properly calibrated, restrainingthe
user to a predefined area to allow gesture recognition. Often,
a separate room has to be used to enable the recognition of
the user’s gestures. Alternatively, gestures can be captured
via special interface devices such as data gloves [20, 10].

VISUALIZATION OF DOCUMENT-BASED INFORMATION
SPACES
A collection of documents can be considered as an infor-
mation space. The documents as well as the relations be-
tween them carry information. This information is refined
and grows as the space is processed. Information visualiza-
tion techniques, combined with the ability to produce realis-
tic real-time, interactive applications can be leveraged to cre-
ate a new generation of document explorers. People should
be more comfortable using an application environment that
resembles a real one. Users can perceive information about
the documents, such as their size, location, and relation to
other documents, by using their natural capabilities to absorb
spatial layouts and to navigate in 3D environments. In ad-
dition,cognitive capacities are freed by shifting part of the
information-finding load to the visual system. This resultsin
a more efficient combination of human and computer capa-
bilities: Computers have the ability to quickly search through
documents, compute similarities, generate and render docu-
ment layouts, and provide other tools not available in paper
document archives; humans can visually perceive irregulari-
ties and intuitively interact with 3D environments. Last but
not least, a well-designed virtual reality-like graphicaldocu-
ment explorer should be more enjoyable to the average user
than a conventional one and, thus, more motivating [26].

Figure 2 shows the main area of the workspace. Here, doc-
uments can be placed, arranged in ordered or unordered
stacks; reminders and input for ”to-do’s” can be retained; and
current projects and duties can be grouped. Elements in the
visible documents marked in yellow, indicate that something
was attached to them, either notes, or links leading to other



Figure 3: A virtual post-it pin board.

entities including similar elements, documents, to-do’s,or
stacks. Apart from its function as a spatial store for docu-
ment clusters, the work desk also functions as a representa-
tion of the user’s current task. At any time arrangements can
be saved and later restored to facilitate switching between
tasks. The hand shown in Figure 2 points to the left-arrow
button, which pops-up a preview of the most recently saved
workspace arrangement. If the button is pushed, the current
workspace is saved and replaced by the stored one.

Figure 3 depicts the pin-board, used as a ”store” for post-it
like notes, to-do’s, and reminders. Links to documents, docu-
ment stacks, and whole working desks can be easily grouped
in a post-it for quick access to related material. The post-
its themselves can equally be grouped and clustered on the
pin board to represent mental models of the user. Also, user
post-its on the pin board remain unaltered by task switches.
In this manner, it is easily and intuitively possible to carry
over annotated documents or document stacks from one task
to another.

Visualization of Documents
It is natural to work with physical assortments of documents,
ordered collections of books, more or less ordered stacks of
documents, and unordered heaps of documents. Thickness,
wear, front layout, pictures, headlines, scribbles (even if al-
most unreadable), coffee-cup marks, position and stacking
help to maintain the content, context, and purpose of the doc-
uments and to support a person to do the necessary work.

There are different recurring elements in working with doc-
uments. A new document goes through different stages in
which it is increasingly understood by the user. First, per-
haps only the title gets consciously memorized. Next, some
spotted buzzwords enrich the image of the contained infor-
mation. In the end, the full message of the document is com-
pletely understood and available in one’s mind, i.e., linked
to concepts in the mind. Throughout this process the docu-
ment needs to be put back onto the desk, perhaps onto an ap-
propriate stack, be accidentally or consciously retrievedand
receive attention (reading, reflection, association), typically
more than once. Let us consider an example to illustrate how

Figure 4: Searching for a document. The different
appearances of the documents in size on the projected
screenshot relate to their position closer to or farther
from the user in the 3D environment.

such minor details can be important: a document might be
inside a stack of documents, with a corner somewhat pok-
ing out. This might prompt a user to retrieve this document
at some given time in the process. Otherwise, the document
might be overlooked for a longer time. The seemingly mi-
nor detail, thus, plays an important role in a larger process
involving the document. The idea is to create a system that
provides as many such possible details. Still, the basic ap-
proach is simple, create a virtual desktop.

It is clearly a goal to transcend the possibilities of a wooden
desktop, and, for example, let the computer make documents
fly, let them display links to each other, and get them ar-
ranged in one or the other order at the push of a button.

Figure 4 shows documents in the so-called document search
mode. Documents are arranged soaring in a matrix. The 3D
space is used to highlight documents that match keywords
the user entered by having them float closer to the user, subtly
and naturally drawing the attention to them. The depictions
show thumbnails of the first pages and their thickness indi-
cates the number of pages. Pointing at a document causes a
label to pop up with the file name and an enlarged view of the
front page in the upper-right corner of the screen. Documents
can be marked to keep them in sight or to apply actions. At
any time a view can be saved and restored later.

Stacks of documents can be selected and conveniently brow-
sed similar to the functionality of Windows Vistas new appli-
cation switcher, see Figure 5. At any time the lower and the
upper parts of the stack (in the figure respectively the left and
right illustrations) and the front page of the document at the
current position in the stack (middle illustration) are visible.
With a smooth sliding motion, a user can make all documents
in the stack move, one by one, from the lower part to the up-
per part, seeing them highlighted in the center as they move.
The user can stop, reverse, and continue the fly-by anytime.

With a document in focus an analogous kind of browsing is
possible, depicted in Figure 6. Sliding motions make the fo-



Figure 5: Browsing a document stack.

cus skim through the document, from the first page to the
last. At any time the pages before and after the current page
in focus are visible to the left and right of it. Thus, an inher-
ent perspective focus on the current page is provided, resem-
bling Mackinlay et al’s perspective wall [12]. In the exam-
ple in Figure 6, there is a note attached to the visible page,
depicted as a yellow note sheet nailed to the page. The yel-
low line at the bottom edge of the page reveals that the note
refers not only to an element in the page but to the whole
page. Also, the line continues to the previous and following
pages in decreasing intensity. In this way, a user browsing
the document can take note of highlighted pages in the vicin-
ity of his currently focused page and quickly and intuitively
navigate there by simply following the line in the direction
of increasing intensity.

Certainly, at times the user needs to overview all pages of
a document at the same time, analogously to search mode,
where all documents of a collection are visible at the same
time. The feature has been a part of popular software like
Word and PDF readers and is also implemented in our sys-
tem (see Figure 7). Up to a certain limit, thumbnails of the
pages are arranged in the shown manner. Documents con-
taining more pages than the reasonably presentable limit are
distributed across several overview pages.

Visualization of Relations
Users enter a document space and work with it by discover-
ing and maintaining relations between documents. For ex-
ample, a new scientific article might be discovered relevant
to a project. Thus, users need to maintain relations that they
discover. In addition to user generated associations, state-of-
the-art technology implemented in our system provides users
with access to a semantic engine, which calculates similarity
relations between documents [3].

Relations between documents can intuitively be represented
by connecting the document under the pointer to the related
ones using red laser beams as shown in Figure 8. These
beams create a mental model like that of thought flashes
moving the user’s attention from the current document to re-
lated documents. Additionally, semantic links between doc-

Figure 6: Browsing a document.

uments can be visualized in variable intensity, giving the user
a quick overview of the most similar documents. The advan-
tage of this way of representing relations is that documents
are strongly connected visually by curves which create addi-
tional spatial patterns that stimulate the user’s visual process-
ing.

Unfortunately, the thought flashes can also occlude docu-
ments. To overcome this issue, documents which are re-
lated to the document pointed to can simply be highlighted
as shown in Figure 9. In our case, they are colored in red.
In this way the document body is not occluded by the visu-
alization of the relationships. Also, the highlighting canbe
directly used indocument search mode.

INTERACTING WITH DOCUMENTS
The most natural way for humans to manipulate their sur-
rounding, including documents on their desktop, is to use
their hands. Hands are naturally used to grab, move, point
at, mark, and manipulate objects of interest. Also, in order
to communicate intentions, hands can indicate postures and
gestures. This is done without consciously having to think
about it, and without interrupting current tasks. Therefore,
we consider a gesture recognition engine to minimize the
cognitive load required for learning and using a user inter-
face in a virtual anvironment.

The gesture recognition system should be adaptable to var-
ious conditions, like alternating users or hardware (possibly
even mobile devices.) It should also be fast and powerful
enough to enable a reliable recognition of a variety of ges-
tures without hampering the performance of the actual appli-
cation.

Hardware Setup
The data glove we used is a P5 from Essential reality, origi-
nally designed for gaming, see Figure 1. It features five sen-
sors for the fingers, and an infrared tracking system for the
glove’s position and orientation. The tracking also requires
a base station (visible in the background of the picture) with
infrared sensors. The P5 costs about 50 Euro, which is cheap
when compared to the cost of about 4000 Euro of typical pro-
fessional data gloves. The measurements of the flexion of the



Figure 7: Document overview mode.

fingers are quite accurate. Also, the estimated position infor-
mation is quite dependable. However, the measurements of
yaw, pitch and roll of the glove are, depending on lighting
conditions, very unreliable with sudden jumps in the data.
We had to develop additional filtering mechanisms to acquire
sufficiently reliable values.

Posture and Gesture Recognition and Learning
A major problem for the recognition of gestures by visual
tracking is the high amount of computational power required
to determine in real time the most likely gesture carried out
by the user. Rendering a virtual environment concurrently
can hardly be done on a single average consumer PC. Our
reliable real-time recognition is capable of running on any
current workplace PC and can easily be integrated in normal
applications without monopolizing much of the system’s pro-
cessing resources. Like Bimbers ”fuzzy logic approach” [5],
we use a set of gestures that have been previously taught by
performing them in order to determine the most likely match.
However, for our system we do not define gestures as motion
over a certain period of time, but as a sequence of postures
made at specific positions with specific orientations of the
user’s hand.

The postures are composed of the flexion measurements of
the fingers, the orientation data of the hand, and a value in-
dicating the relevance of the orientation for the posture. For
a pointing gesture with stretched index finger, the orienta-
tion and position of the hand may be required to determine
what the user is pointing at, but the gesture itself is the same,
whether he is pointing at something to his near left or his far
right. For some gestures the orientation data is much more
relevant. For example, the meaning of a fist with the thumb
stretched out can differ significantly depending on the thumb
pointing upward or downward. In other cases, the impor-
tance of orientation data can vary. For instance, a gesture
for dropping an object may require the user to open his hand
with the palm pointing downwards, but it is not necessary to
hold his hand exactly leveled. It is easy to teach the system
new postures that may be required for specific applications.
The user performs the posture, captures the posture data by
hitting a key, names it and sets its orientation quota.

Figure 8: Highlighting relations between documents.

Alternately, existing postures can be adapted for specific
users. To do so, the posture in question is selected and per-
formed several times by the user. The system captures the
different variations of the posture and determines a resulting
averaged posture definition. In this manner, it is possible to
create a collection of different postures, a so-called posture
library. This library can be saved and loaded in form of a
gesture definition file, making it possible for the same appli-
cation to have different posture definitions for different users,
which can even be changed on-the-fly.

Data Acquisition and Filtering
The recognition module consists of two components: the
data acquisition and the gesture manager. The data acquisi-
tion pipes the tracking data through several filters. Changes
in the position or orientation data that exceed a given dead-
band limit are discarded and replaced with their previous val-
ues to eliminate changes in position and orientation that are
most likely erroneous. The resulting data is then straight-
ened out by a dynamically adjusting average filter. Depend-
ing on the variation of the acquired data, the size of the filter
is adapted within a defined range: if the data is fluctuating in
a small region, the size of the filter is increased to compen-
sate jittered data. If the values show larger changes, the filter
size is decreased to reduce latency in the acquired position
and orientation. The resulting data are good enough for the
matching process of the gesture manager.

The gesture manager compares the data to the known pos-
tures. It identifies a matching posture if it is held for an ad-
justable minimum time span. In tests we found that values
between 300 and 800 milliseconds are suitable to allow for a
reliable recognition without forcing the user to hold the pos-
ture for too long. Every recognized posture is sent to the
application that started the acquisition thread, accompanied
by: a time stamp, the string identifier of the recognized pos-
ture, the previous posture, and the position and orientation of
the glove at the moment of the posture.

Beyond postures, our system keeps track of movements and
buttons. Greater changes of position or orientation fire Glove-
Move events (data-wise comprising start and end values of



Figure 9: Highlighting relations by coloring.

position and orientation); buttons like those of the P5 cause
ButtonPressed and ButtonReleased events.

The data acquisition process can easily be adapted to any
other data glove and more kinds of devices, either for mere
posture recognition or in combination with any additional
six-degrees-of-freedom tracking device like the Ascension
Flock of Birds to achieve full gestural interaction.

Gesture Management and Recognition
The gesture manager maintains the list of known postures
and provides functions to manage the posture library. As
soon as the first posture is added to the library or an existing
library is loaded, the gesture manager begins matching the
data received from the data acquisition thread to the stored
data sets. This is done by first looking for the best match-
ing finger constellation. In this first step, the bend values of
the fingers are interpreted as five-dimensional vectors, and
for each posture definition the distance to the current data is
calculated. If this distance fails to be within an adjustable
minimum recognition distance, the posture is discarded as a
likely candidate. If a posture sufficiently matches the data,
the orientation data is compared in a likewise manner to the
measured values. Depending on whether this distance ex-
ceeds another adjustable threshold, the likelihood of a match
is lowered or raised according to the orientation quota asso-
ciated with the corresponding posture data set. This proce-
dure is very reliable, supports fast matching of postures, and
makes possible a consistent recognition.

In addition to determining the most probable posture, the
gesture manager provides several means to modulate param-
eters at run time. New postures can be added, existing pos-
tures adapted, or new posture libraries loaded. The recog-
nition thresholds can be adjusted on the fly, such that it is
possible to start with a wide recognition range to enable cor-
rect recognition of user postures without posture definitions
adapted to a specific person. As the postures are customized
through use, the boundaries can be readjusted to more appro-
priately constrain matches.

The recognition of single postures like letter-postures ofthe
American Sign Language ASL is as easily done as the recog-

nition of more complex, dynamic gestures. Gestures which
are sequences of successive postures are recognized by track-
ing the sequence of performed postures as a Finite State Ma-
chine. In this manner, almost any desired gesture can quickly
be implemented and recognized.

Dimensional congruence and natural interaction
While interacting in virtual environments, situations thatre-
quire 2D input, 2D output, or both will occur commonly. A
3D environment has its merits when working with multiple
documents at the same time, for ordering, arranging and sort-
ing documents. Other interactions, however, like reading or
editing a single document, are two-dimensional operations.
The use of an additional dimension in this case is not only
unnecessary, but may actually reduce the readability of the
document.

It is necessary to match the dimensionality of interaction with
the dimensional demands in order not to sacrifice task per-
formance. This is referred to asdimensional congruence, a
term coined by Darken and Durost [8]. Obviously, it is dif-
ficult to determine a best interaction technique or class of
interaction techniques for performing a certain task. But,
3D tasks are best executed by 3D techniques, and 2D tasks
are best executed by 2D techniques. In order to construct
interfaces that can handle both equally well, an adequately
priorized combination needs to be considered. For practical
reasons, a designer might decide to sacrifice performance on
those 2D tasks in favor of dominant 3D tasks. The authors
demonstrated that 3D interaction techniques were preferable
on 3D dominant tasks, purely 2D interaction techniques were
preferable on 2D dominant tasks, and their hybrid interface
where 2D and 3D interaction techniques were matched to
each individual task showed the best performance.

After several user studies with earlier demonstrators [9],we
designed and implemented a dimensional congruent proto-
type for visualization of and interaction with personal doc-
ument spaces. We allocated the different visualization and
interaction metaphors to a 2D + 3D display environment by
matching task, device, and interaction technique. To achieve
this, we used an auto-stereoscopic display in combination
with an optically tracked P5 data glove for 3D visualization
and interaction. Additionally, a Toshiba Tablet PC for higher-
resolution 2D visualization and pen interaction was placed
horizontally in front of the stereo-display.

EXPERIMENTS
We have evaluated our system for several virtual document
spaces, in which the users could manipulate documents and
trigger actions by performing gestures. For a strong immer-
sive experience, we used the demonstration setup shown in
Figure 1, including a 3D view provided by a stereoscopic
display, the SeeReal C-I. This monitor creates a real three-
dimensional impression of the scene by showing one per-
spective view for each eye and separating them in a prism
layer on the screen itself. No glasses are required. As a com-
promise, the achieved resolution of the image is lower than
on regular displays, the effect of which are especially obvi-
ous while displaying texts. To take this into account we im-
plemented our prototype as a dimensionally congruent sys-
tem by adding a Toshiba Tablet PC for 2D interaction tasks.



The test subjects were given a video introduction of the sys-
tem, then they had time to experiment with the demonstrator
for themselves and to get used to the data glove. We used
two different kinds of gestures, semiotic and ergotic gestures
[16]. Semiotic gestures are used to communicate information
(in this case pointing out objects to mark them for manipula-
tion); ergotic gestures are used to manipulate a person’s sur-
roundings. In the demonstrator, the test subjects could grab
objects, to drag them to another position in the virtual envi-
ronment, or to activate them (for example open a document).
In this case, the system wasn’t trained for each user, but used
a generic set of gesture definitions (point, grab, drop, browse
left/right, and open/activate) for all users. Nevertheless, af-
ter about ten minutes of using the glove, users were able to
manipulate the virtual environment to their satisfaction.Be-
cause of the imprecise glove hardware and since the focus of
the experiment was not on the gesture recognition, we didn’t
measure exact error rates, but rather asked the subjects for
an informal appraisal of their satisfaction with the glove in-
teraction. Our demo scenario presented a virtual desk, with
different randomly arranged documents. A pin-board and a
calendar were visible in the background. An avatar of the
user’s hand was also rendered in the scene, so as to provide
feedback on how the system reacted to his moves.

The principle part of the demonstration scenario running on
our framework takes place in a virtual work environment on
the stereoscopic display. The virtual workspace consists of
the desktop in the lower visual region of the displayed en-
vironment, and the virtual pin board to the right of the vir-
tual viewpoint. When interacting with each of these objects,
the virtual camera is moved from the original perspective to
provide a full view on the table surface or pin board. The
desktop provides a surface to arrange documents and doc-
ument clusters spatially, while additionally representing the
current task of the user, explained in detail later. Normally,
most of the visible region of the stereoscopic screen is filled
by a view on the cover pages of all available electronic doc-
uments. Initially, all documents hover in space at the same
distance from the user. He can interact with them in different
ways using the data glove. Each interactive part of the vir-
tual environment is tagged with three-dimensional tool tips,
hovering directly in front of the currently focused object and
providing a short summary of the object, e.g. document title
and number of pages.

He can grab documents and drag a copy of the document to
the desk surface, arranging them in his own meaningful fash-
ion. He can also put documents on top of each other, thereby
manually creating document clusters which are in turn rep-
resented as stacks on the surface. He can also rearrange ex-
isting stacks, combine them and name them, causing a name
label to appear directly above the corresponding stack. Also,
by dragging either a document or a stack to the virtual pin
board, he can create an intelligent post-it. While doing so, he
can provide a title and additional text, causing a post-it rep-
resentation to appear both on the pin board and on the linked
document or stack. Additional documents and stacks can be
added to or removed from the post-it by simply dragging the
corresponding object onto it. Furthermore, the user can drag
post-its onto the table surface, thereby creating a new stack

Figure 10: Virtual desktop demo.

containing all documents and stacks linked with it. In this
way, post-its provide an additional way to cluster documents,
independent of the current work desk and therefore indepen-
dent of the user’s current task.

Of course, there is also the need to provide views inside a
document stack or to view a single document. Content of
a selected cluster is examined by performing a “grab and
open” gesture on the stack, causing the stack to move to
the left side of the screen and the rest of the environment
to blend out. The one-dimensional interaction of browsing
through the stack is done by using the Tablet PC, either by
clicking on a direction arrow or by dragging the pen in the
corresponding direction. While browsing, the documents on
the stack fly first toward the user to provide a detailed view
of the document, then to a second stack to the right, repre-
senting browsed documents. The user can also browse indi-
vidual documents, either starting from the original document
representation or by choosing a document from a document
stack. Because of the higher resolution of the 2D screen
and because 3D is more of a hindrance when reading two-
dimensional text, browsing as well as editing of documents
can be done completely on the Tablet PC. After completion,
the visualization changes back to the three-dimensional rep-
resentation.

In addition to the proposed natural interaction metaphor, the
user can also use the benefits of electronic documents, i.e.
he is able to search through documents as well as attached
annotations. This is done by activating a search bar posi-
tioned above the floating document representations. The user
can then enter a sequence of search terms on the Tablet PC,
causing individual documents to leave the original document
plane and move towards or away from the user, depending on
how good his search queries are matched. In this manner the
user gets a pre-attentive clue on which documents best match
his current search, as well as providing a natural zooming on
important documents. Entered search terms are represented
as hovering text fields to the left of the user. By dragging one
or more of these to the work desk surface, he can create new
stacks containing only the matches for corresponding search



terms. Moreover, he can manually redefine the importance of
documents by touching one of the representations and pulling
it towards him or pushing it away. By doing so, documents
that the information back-end has identified as having simi-
lar content are also rearranged to represent the user’s focus of
interest. More abstract interaction possibilities like changing
the search mode or displaying all Post-Its attached to a single
document can be invoked by a three-dimensional ring menu.
A pointing gesture at a virtual object triggers a ring menu to
appear at the object’s spatial position. By moving his hand
up, down, left or right, the user can select entries of the ac-
cording menu.

Finally, the user is able to switch between different tasks,e.g.
from searching documents for writing a paper to assembling
documents for a meeting. As mentioned before, these tasks
are represented by the work desk. To change his active task,
the user can activate either a 3D widget in front of the virtual
work desk or on the 2D GUI on the Tablet PC. When a new
task is created, the current work desk is saved, complete with
all stacks on the work desk, current search terms and arrange-
ment of document representations. A new empty work desk
is created and the search as well as document representations
are reset to the initial state. In this way, the user can quickly
switch between tasks without destroying the context he has
previously created.

We had several user-groups (knowledge workers, secretarial
assistants, students, and pupils) test our environment. They
were given specific tasks that simulated realistic document
space processing and stressed the capabilities of our system.
In particular, users were asked to perform several searches
within documents and over the document body; produce
corresponding arrangements; interrupt tasks to address new
ones; resume interrupted tasks and link their findings. This
was presented in the context of a journalist reporting on the
end-game of a soccer world cup. After that, the users had to
repeat the same tasks using conventional search engines and
file systems.

A broad majority of the users gave encouraging feed-back:
74% accepted the visualization and navigation metaphors.
The spatial information item layout was reported to be intu-
itive by nearly 90%. The movement of important documents
to the front was selected as the best choice by 72% even be-
fore they saw our interface. As there is still no commonly ac-
cepted standard for interaction with 3D environments it took
the users some time to understand what kind of interaction
possibilities they actually have. When they got used to the
system they often instantly came up with proposals for fea-
tures that could be added. We understand this to be due to
the immersive and intuitive effect of 3D interfaces as well as
their enormous creative potential.

CONCLUSIONS AND FUTURE WORK
Human thinking and knowledge work are heavily dependent
on sensing the outside world. One important part of this per-
ception oriented sensing is the human visual system. It is
well-known that our visual knowledge disclosure i.e., our
ability to think, abstract, remember, and understand visually
- and our skills to visually organize are extremely powerful.
Our overall vision is to realize a customizable virtual world

which inspires the users thinking, enables the economical us-
age of his perceptual power, and considers a multiplicity of
personal details with respect to thought process and knowl-
edge work. We have made major steps forward towards
this vision, created the necessary framework, and developed
needed modules.

We conclude that by creating a framework that emphasizes
the strengths of both humans and machines in an immersive
virtual environment, we can achieve great improvements in
the effectiveness of knowledge workers and analysts. We
strive to complete our vision by further extending our meth-
ods to present and visualize data in a way that integrates the
user into artificial surroundings seamlessly and provides the
opportunity to interact with it in a natural way. A holistic
context and content-sensitive approach for information re-
trieval, visualization, and navigation in manipulative virtual
environments was introduced. We addressed this promising
and comprehensive vision of a more efficient man-machine
interaction in manipulative virtual environments by “immer-
sion”: a frictionless sequence of operations and a smooth op-
erational flow, integrated with multi-sensory interactionpos-
sibilities, which supports interaction of human work activi-
ties and machine support. Ultimately, this approach will en-
able a powerful immersion experience: the user will have the
illusion that he is actually situated in the artificial surround-
ings; the barrier between human activities and technology
will vanish; and the communication with the artificial envi-
ronment will be seamless and homogeneous. Visually driven
thinking, understanding, and organizing will be promoted,
and the identification and recognition of new relations and
knowledge facilitated.

We have dedicated our studies on virtual environments to
personal information spaces which are, to a high degree,
based on documents, i.e., personal document-based infor-
mation spaces. Our usability tests have produced promis-
ing results for highly developed visualization and interaction
metaphors. It is natural and easy to handle documents, and to
obtain new ideas from computer-generated clues (like simi-
larity relations and clusters) about documents.

As a next step, we plan to transfer our insights about per-
sonal information spaces, suited to one user, to a multi-user
environment, using a large, stereoscopic display device: the
PowerWall. This wall-sized screen facilitates a whole new
area of visual and interaction metaphors for virtual informa-
tion spaces. Because of the much larger screen real estate,
users often can’t see the whole screen at once. Also, users
are able to move in front of the screen, requiring adequate
techniques for focus and context visualizations, as well asin-
teraction paradigms that consider the position and movement
of users.
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