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Abstract

The amino acid sequence of a protein is the key to
understanding its structure and ultimately its function
in the cell. This paper addresses the fundamental is-
sue of encoding amino acids in ways that the visual-
ization of protein sequences facilitates the decoding of
its information content. We show that a feature-based
representation in a three-dimensional (3D) space de-
rived from substitution matrices provides an adequate
representation from which the domain content of a pro-
tein can be predicted. In addition, we show that each
dimension of the feature space can be related to a phys-
ical property of the amino acids.

1. Introduction

The genetic information encoded in the genome of
an organism represents the blueprint for its develop-
ment and activity; its implementation depends on the
functions of the corresponding gene products (i.e., nu-
cleic acids and proteins). Among these products, pro-
teins play a central role as they catalyze most bio-
chemical reactions, and are responsible, among other
functions, for the transport of nutrients and for signal
transmission within and between cells. It is well-known
that proteins function because they adopt a unique
native 3D conformation. While a direct relationship
between sequence similarity and conservation of 3D

structure has been clearly established for proteins [3],
the relationship between their 3D structures and func-
tions is much more complex [39]. This complexity calls
for more rigorous descriptions of molecular and cellu-
lar functions, and a better understanding of sequence-
structure-function relationships. Efforts to unravel the
latter currently focus on protein sequence analysis, as
a consequence of the wealth of sequence data resulting
from various genome projects. Data produced by these
projects have already lead to significant improvement
in predictions of both 3D structures and functions [39].
However, we still stand at the dawn of understanding
the information encoded in the sequence of a gene. In
this paper, we focus on protein sequence representa-
tions and show how visualization can play a role in
decoding gene information content.

Proteins are heteropolymer chains of amino acids.
The order in which amino acids appear defines the
primary sequence of a protein. Amino acids are usu-
ally labeled using a one-letter code, and sequences are
correspondingly represented as a usually long string
of letters. This representation has proved very valu-
able, especially in the context of sequence compar-
isons that are performed using string matching algo-
rithms. It does however carry limitations: letters alone
poorly represent the physical and chemical properties
of amino acids and as such are usually difficult to de-
cipher. Computer programs that represent protein se-
quences often resort to different coloring schemes to
facilitate their interpretation (e.g., ClustalX for mul-



tiple sequence alignments (MSA)[35]), or to increase
their information content (e.g., the SAS server that
encodes the 3D structure of a protein on its sequence
using a color coding [23]). The addition of well-chosen
colors improves the readability of MSA [35]; their im-
portance however for deciphering single sequences re-
mains limited. Note that a coloring scheme ultimately
corresponds to adding dimensions to the representa-
tion of a protein sequence or a MSA in order to help
decipher its information content. This concept of in-
creased dimensions was applied to MSA using Hilbert
curves [32]. It can naturally be extended to the idea
of a geometric representation and visualization of indi-
vidual sequences.

The concept of geometric representation of protein
sequences was originally introduced by Swanson [33]
who proposed a two-dimensional vector representation
of the standard twenty amino acids, based on Dayhoff’s
mutation matrix [31]. In Swanson’s representation,
the two coordinates of the vectors coincide with size
and hydrophobicity. Protein sequences are visualized
by concatenating the vectors representing each amino
acid types, yielding a vector representation of proteins
(VRP). Since the original work of Swanson, other geo-
metric representations of protein sequences have been
proposed. Among those, we mention the vector di-
agram introduced by Yamamoto and Yoshikura [40],
which represents each amino acid according to its hy-
drophilicity and propensity to belong to different types
of secondary structures (beta-strands and turns). The
Zp plot introduced by Feng et al. [9] represents a pro-
tein sequence in 3D space based on its hydrophobic,
polar and charged residue content. The Zp plot is in
fact a graphical extension of PHYSEAN, a physical se-
quence analysis software that takes into account phys-
ical, chemical and biological properties of amino acids
[19]. Maetschke and colleagues [20] described a series of
multi-dimensional encoding of amino acids, concluding
that an extension of the VRP introduced by Swanson
[33] to higher dimensions performed the best in identi-
fying putative cleavage sites in proteins.

All the methods referenced above share the idea of
moving away from a simple representation of a pro-
tein sequence as a string of letters, encoding instead
each amino acid as a set of values representing some
of its properties. This paper draws from this concept
and describes a feature-based representation of protein
sequences, in which each amino acid is encoded by a
unique vector of features. Our approach differs from
the existing approaches described above in the way we
construct our 3D vectors. The 3D vectors we com-
pute are such that each of the three dimensions en-
codes a physical property of the amino acids. Key to

our approach is the use of the graphical properties of
our geometrical representation to identify properties of
the sequence considered. We show preliminary appli-
cations to the identification of domains within protein
sequences. This paper presents work in progress and
more details will be provided later. In section 2, we de-
scribe 3D feature vectors for representing amino acids
based on substitution matrices. Section 3 presents how
these vectors can be used to represent entire sequences,
as well as applications of these representations. In sec-
tion 4, we conclude and allude to other applications of
our graphical representation of protein sequences.

2. A Geometric Representation of Amino
Acids

String representation of protein sequences is usually
uninformative and can only be interpreted through the
trained eyes of a protein chemist who can implicitly vi-
sualize the chemical structure of the amino acids, or by
a program in which this chemical information has been
encoded. One way to improve upon this is to encode
properties to each amino acid representation. Swan-
son [33] pioneered a vector representation for protein
sequences, in which each amino acid is encoded into
a 2D vector whose coordinates correspond to size and
hydrophobicity.

We draw from this original idea and represent amino
acids as 3D vectors, in which each dimension is a fea-
ture of the amino acid. Our goal is to incorporate as
many properties of an amino acid as needed into a geo-
metric representation that allow us to visualize protein
sequence properties. These properties can then be an-
alyzed directly visually by a human, or through stan-
dard geometric procedures. This is a generalization of
the 3D encoding proposed in BLOMAP [20]. In this
paper, we describe one possible set of features, derived
from substitution matrices. Note that the same con-
cept can accommodate other features, such as Chou
and Fasman propensities [4] of amino acids to belong
to secondary structures.

2.1. Constructing Feature Vectors Based on
Similarity Matrices

Common measures of similarities between amino
acids are usually presented in the form of a substi-
tution matrix, which stores the odds that any given
amino acid can be replaced by any other. Schwartz
and Dayhoff [31] were the first to compile such a ma-
trix, using 71 groups of closely related proteins (i.e.,
with more than 85% pairwise sequence identity), and
collecting the data of point accepted mutations, or
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Figure 1. Principal component analysis of substitution matrices. The twenty eigenvalues (+, left
axis) of the PAM250 (left panel) and BLOSUM62 (right panel) substitutions matrices as well as their
cumulative energies (o, right axis) are plotted in decreasing order of amplitudes. The largest three
eigenvalues account for 80% and 70% of the energy (or information content) of PAM250 and BLO-
SUM62, respectively.

PAMs. Henikoff and Henikoff [15] extended this con-
cept to include more divergent sequences and generated
the BLOSUM matrices. Several matrices have been de-
rived, corresponding to different cutoffs in the accepted
sequence identity within the BLOCKs. For example,
BLOSUM62 is a substitution matrix derived from pro-
tein sequence alignments in which the sequences are
at least 62% identical; it is considered to provide good
performance for database search.

Substitution matrices describe each amino acid with
a set of twenty numerical values (sometimes referred to
as amino acid index [36]), henceforth defining a twenty-
dimensional space. While such a high-dimensional
space is useful for computer-guided sequence alignment
methods, it is impractical for any form of visualiza-
tion. Swanson was the first to embed the space cor-
responding to the original PAM matrix MDM78 into
a plane, using a principal component analysis (PCA)
approach [33]. More recently, Maetschke et al. [20] em-
bedded the BLOSUM62 matrix into five dimensions,
using the Sammon’s projection technique [30], notic-
ing that three dimensions already produce a reasonably
good approximation. To further characterize which di-
mension is appropriate for visualizing the information
content of BLOSUM62, we repeated the embedding
of both PAM250 (which is very similar to the origi-
nal MDM78) and BLOSUM62, using a PCA. Results
are shown in Figure 1. Swanson [33] and Maetschke
et al. [20] used PCA and Sammon mapping, respec-
tively. Their methods first convert the substitution

matrix into a “distance” matrix, by exponentiation of
the scores included in the matrix. We kept the sub-
stitution matrix as it is. Each column of this matrix
corresponds to a different amino acid, while each row
is treated as a probe of a property of that amino acid.
In the PCA analysis, the substitution matrix is first
centered, and then the eigenvalues and eigenvectors of
its covariance matrix are computed. We have found
that the three largest eigenvectors account for 82% and
70% of the total “energy” (or information content) of
PAM250 and BLOSUM62, respectively. These results
agree with those of Swanson [33] and Maetschke et al.
[20].

2.2. Information Content of Amino Acids
3D Feature Vectors

The entropy value of a substitution matrix is an in-
formation theoretic value that measures the informa-
tion content [1]. In Figure 2 we show that the energy of
the three largest eigenvalues of a substitution matrix
is correlated with its entropy value, with correlation
values of -0.91 and 0.46 for PAM and BLOSUM matri-
ces, respectively. The difference in sign stems from the
definitions of the matrices. PAM matrices with low ID
numbers are computed from alignments of highly sim-
ilar sequences, and as such are comparable with BLO-
SUM matrices of high ID numbers. They are both
designed for comparisons of closely related sequences.
Reversely, BLOSUM matrices with low ID numbers
and PAM matrices with high ID numbers are designed
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Figure 2. Information content of substitution matrices. The cumulative energy of the three largest
eigenvalues (+, left axis) and the entropy (o, right axis) of substitutions matrices are plotted as
functions of the matrix ID.

for comparisons of distantly related proteins. Interest-
ingly, the energies of the three largest eigenvalues of
PAM matrices are always higher than the energies of
their equivalent BLOSUM matrices (with PAM250 cor-
responding to BLOSUM45, PAM120 to BLOSUM80
and PAM100 to BLOSUM90, based on entropy com-
parison).

2.3. BLV62: Information in Each Dimen-
sion

BLOSUM62 is the preferred substitution matrix for
database search. We focus on this matrix in the follow-
ing. Each amino acid can be represented as a 3D vec-
tor, using its corresponding coordinates in the largest
three eigenvectors of the covariance matrix of BLO-
SUM62. Figure 3 shows these twenty vectors, which
we refer to as BLV62, all centered at the origin (with
the origin being contained in the bounding box).

It is difficult to interpret the three axes of the BL
vectors, as these are mathematically constructed to
provide sub-components of the matrices with decreas-
ing energy/information content. We compared the vec-
tor containing the coordinates of the twenty amino
acids on the first axis corresponding to the BLV62 vec-
tors, with 528 amino acid indices available in the AAIn-
dex database [36]. Five of the 528 indices were selected
with a correlation coefficient greater than or equal to
0.95: the “buriability” of Zhou and Zhou [41], an amino
acid contact number with a cutoff of 14 Å[24], a nor-
malized hydrophobicity scale [6], and two interactiv-
ity scales designed to correlate with hydropathy scales
[2]. Note that all these indices are related to amino

acid burial and their hydrophobicity. These results
are in agreement with the original findings of French
and Robson [10], Swanson [33] and Tomii and Kane-
hisa [36]. Interestingly, this behavior differs from the
results described by Kinjo and Nishikawa [17], who per-
formed spectral analysis on substitution matrices com-
piled from protein structure alignments, including pro-
teins with varying levels of sequence similarities. Using
the same AAIndex database that we used [36], Kinjo
and Nishikawa showed that at high sequence identities
hydrophobicity plays a minor role, and that the “rela-
tive mutabilities” of Dayhoff et al. [7] and Jones et al.
[16] dominates. As BLOSUM62 is derived from blocks
of sequences with more than 62% sequence identify, it
qualifies as a high sequence identity substitution ma-
trix. The difference between our results and those of
Kinjo and Nishikawa is unclear. The best correlations
between the second and third axes of the 3D BLO-
SUM62 vectors and an amino acid index contained in
AAIndex are 0.77 and 0.75, respectively. The second
axis is found to correlate well with average non-bonded
energies [25], which is related to size. Interestingly, the
third axis is found to correlate with computed alpha-
helix propensities [18], as well as with statistics on
turns in proteins [5].

3 Applications: A Geometric Repre-
sentation of Protein Sequences

A sequence of a protein describes the succession
of its amino acids from its N-terminal end to its C-
terminal end. In the section above, we have shown that



Figure 3. 3D vectors based on BLOSUM62: BLV62. This plot represents the similarity between
amino acids as encoded by the BLOSUM62 matrix. The geometric proximity of amino acids corre-
spond to their known chemical similarities. To highlight this fact, we show the known polar residues
(Q, R, E, K, N, D, T, S) in solid vectors with upper-case labels, the hydrophobic residues in solid vec-
tors with lower-case labels (m, v, l, i, h, p, c) and aromatic residues in dashed vector with lower-case
labels (y, f, w). Note that the two small amino acids, A and G (in dashed vectors with upper-case la-
bels), stand out. Note also that Cysteine (c), though non-polar, differs from other amino acids based
on its ability to form disulphide bridges, usually highly conserved in proteins.

representing amino acids as 3D vectors improves the
decoding of their properties. We extend this geomet-
ric concept to the representation of the whole sequence
of a protein by direct “head-to-tail concatenation” of
the vectors representing its constituent amino acids. A
protein sequence then becomes a polyline in 3D space,
which we refer to as the protein’s 3D trace. We de-
scribe one application of such a representation, namely
the detection of domains in long protein sequences.

Large proteins do not contain a single large hy-
drophobic core, probably because of limitations in their
folding kinetics and stability. Single compact units of
more than 500 amino acids are rare. Large proteins in
fact are usually organized into units with sizes around
200-300 residues, referred to as domains [28, 27]. In-
terestingly, while the concept of domains in proteins
is well-established, there is no consensus definition of
what a domain is. A domain is either defined based on
sequence (regions that display a significant level of se-
quence similarity), function (the minimal part of a gene
that is capable of performing a function) or structure
(compact, spatially distinct units of protein structure)
[38]. When the structure of the protein is known, its

domains are usually defined by a combination of visual
inspection of the structure with automated methods
that take into account the globular nature of domains
(for a review of existing methods, see [38]). It would be
of practical interest to delineate domain boundaries in
protein sequence alone, as this information would facil-
itate structure and function prediction. Current meth-
ods for domain prediction rely mostly on MSAs [14, 12];
these methods perform poorly on orphan sequences.
Other approaches include analysis of secondary struc-
ture prediction [21], sidechain entropy [11], clusters of
hydrophobic residues [12] or amino acid composition in
the linker regions [13, 34].

We propose to visualize domain transition in pro-
teins using our 3D representation of protein sequences,
their 3D traces. We illustrate our approach on the
sequence of Prf, a disease resistance gene in toma-
toes [29]. The Prf gene encodes for a protein, PRF,
of approximately 1800 residues, that contains at least
three domains: an N-terminal domain, of which little
is known, a nucleotide binding domain (NBS), and a
Leucine Rich Repeat domain (LRR) [29]. PRF is a
member of the large family of NBS-LRR proteins (for



Figure 4. 3D sequence traces detect domains in proteins. The 3D sequence trace of PRF, a disease
resistance gene of tomatoes, 1DIK, a pyruvate phosphate dikinase, chain B of 1HKB (1HKBB), a
hexokinase type I, and 1KCW, a ceruloplasmin are shown. Separation between known domains
of these proteins (based on sequence analysis for PRF, and based on the SCOP classification of
protein structures for 1DIK 1HKBB and 1KCW) are shown as line segments; they usually correspond
to change in directions in the 3D trace. 1HKBB is an exception (see text for details). Model structures
for each known domains are shown in cartoon representation. These models were generated using
pymol (http://www.pymol.org) .

review, see [22]). The 3D trace representation of PRF
using the BLOSUM62 3D vectors is shown in Figure 4.
Each domain transition in PRF is revealed through a
change in the overall direction of its 3D sequence trace.

We applied the same procedure to three large pro-
teins whose domain definitions are known: pyruvate
phosphate dikinase (PDB code 1DIK; 884 residues),
human brain hexokinase type I (PDB code 1HKB;

914 residues), and human ceruloplasmin (PDB code
1KCW; 1040 residues). Results are shown in Figure 4

According to SCOP, 1DIK contains three domains:
an ATP binding domain (alpha+beta ATP grasp do-
main) from residue 1 to 376, a phosphohistidine do-
main (beta/beta/alpha domain) from residue 377 to
505, and a pyruvate kinase domain (alpha/beta tim
barrel) from residue 510 to 884; all three domains are



clearly delineated on the 3D trace.
1HKB is a good example of the current limits of the

use of the 3D trace for domain identification. Chain B
of 1HKB contains four consecutive ribonuclease H-like
motifs (alpha+beta domains): these are more difficult
to distinguish based on the 3D trace only, as there are
no significant changes in the overall directions of the
trace.

Interestingly, results are much better on 1KCW,
which contains six consecutive rubredoxin-like domains
(all beta domains), in particular for domains three,
four, five and six.

4 Conclusions and Perspectives

The amino acid sequence of a protein is the key to
understanding its structure and ultimately its function
in the cell. We have shown that amino acids can be en-
coded by 3D vectors, thereby allowing us to generate
a geometric representation of their properties. We de-
rived one set of 3D vectors, namely the BLV62, based
on the BLOSUM62 substitution matrix, respectively.
Concatenation of the vectors corresponding to the suc-
cessive amino acids in a protein sequence generates a
3D trace.

Substitution matrices provide the odds that any
given amino acid can be replaced by any other for a
given amount of time. Among all existing substitution
matrices, BLOSUM62 occupies a special position as it
is the default matrix used for protein sequence database
search. Using PCA, we have shown that BLOSUM62
can be projected into a 3D space, without significant
loss of information. The three principal axes correlate
best with hydrophobicity, number of contacts (which
relates to size), and propensities to belong to an α-helix
or a turn, respectively. While the dependence for the
first two axes was already described for MDM78 [33],
the dependence of the third axis on secondary structure
was not previously described. We believe that this is
of importance as it clearly adds a structural informa-
tion onto the sequence representation. We will further
study this correlation.

We have focused this research on the visualization of
protein sequences in 3D space, using the novel 3D trace
concept. Simple visual analysis of this 3D polygonal
representation provides access to structural properties
of the corresponding protein, such as its partitioning
into domains. We will extend this approach. In par-
ticular we are interested in developing a quantification
of the information contained in the 3D trace. We will
consider applying wavelet transforms to extract geo-
metric signatures of the 3D trace. Wavelet transforms
have already been applied to the analysis of protein

sequences (e.g., [8, 26]. In these approaches, the pro-
tein sequences are converted to numerical sequences,
using an amino acid electron-ion interaction potential
[37]. Interestingly, this amino acid index (included into
AAIndex), is not correlated to the three principal axes
of BLOSUM62 to any significant extend.

There are many ways to combine the 3D vectors cor-
responding to the amino acids into a complete repre-
sentation for the entire sequence of a protein. We have
relied on probably the simplest of such representations,
i.e., the concatenation of the vectors. We will further
investigate which other graphical representations sup-
port highly effective visual and quantitative extraction
of the information contained in a protein sequence.

In this paper, we have encoded amino acids into
3D vectors derived from a substitution matrix (BLO-
SUM62). Note that this concept can be generalized to
other properties. It is possible, for example, to repre-
sent each amino acid using a vector that contains its
propensities to belong to a helix, a β strand, or a turn.
Such vectors, and the corresponding 3D traces, should
prove useful for predicting the structural classes of a
protein. We are currently developing this representa-
tion.
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