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ABSTRACT
Though the quality of imaging devices, the accuracy of al-
gorithms that construct 3D data, and the hardware avail-
able to render such data have all improved, the algorithms
available to calibrate, reconstruct, and then visualize such
data are difficult to use, extremely noise sensitive, and un-
reasonably slow. In this paper, we describe a multi-camera
system that creates a highly accurate (on the order of a cen-
timeter), 3D reconstruction of an environment in real time
(under 30 ms) that allows for remote interaction between
users. The paper addresses the aforementioned deficiencies
by featuring an overview of the technology and algorithms
used to calibrate, reconstruct, and render objects in the sys-
tem. The algorithm produces partial 3D meshes, instead of
dense point clouds, which are combined on the renderer to
create a unified model of the environment. The chosen rep-
resentation of the data allows for high compression ratios for
transfer to remote sites. We demonstrate the accuracy and
speed of our results on a variety of benchmarks and data
collected from our own system.

Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: Appli-
cations

General Terms
Algorithm, Design, Performance
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Figure 1: A user inside of the teleimmersion system
interacting with an MRI dataset. The top-left image
depicts a sample image from a camera and the other
images depict the mirrored 3D representation of the
user inside of the virtual environment from various
views.

1. INTRODUCTION
Though most existing video conferencing systems make

some attempt to humanize remote interaction, few are able
to provide the desired immersive component of actual face-
to-face communication. These systems, which rely on two-
dimensional video streams between remote users, fall short
of providing the desired immersive component for a number
of reasons including not allowing the users to establish eye
contact, not placing all users inside the same environment,
or not allowing users to jointly interact with synthetic ob-
jects. Limited attempts have been made to create a more
immersive experience using large displays, gaze preservation
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through multi-camera capturing systems [20], and matching
environments (e.g., tables, chairs) between the remote loca-
tions that create the illusion of continuity of the physical
space into the screen. Rather than continually improving
the hardware of such systems to enhance the immersive ex-
perience, telepresence could easily be advanced by creating
a shared virtual environment wherein remote users could be
jointly rendered.

Teleimmersion is an emerging technology that allows users
to collaborate remotely by generating a realistic 3D repre-
sentation of users in real time and placing them inside a
shared virtual space. Such virtual meeting spaces could al-
low for the possibility of collaborative work on 3D data such
as medical data (e.g. MRI, CT scan, 4D ultrasound, 3D
x-ray), scientific data, design models (e.g. CAD models,
building designs), remote training (e.g. oil rigs, military
applications), or remote teaching of physical activities (e.g.
rehabilitation, dance). In fact, the utility of the teleimmer-
sive system has been successfully demonstrated in remote
dancing applications [19, 25], learning of Tai Chi movements
[1, 21], and remote manipulation of virtual objects between
users [6, 13].

Traditional immersive virtual reality systems often employ
avatars, to represent the human user inside the computer
generated environment [10]. Such systems have generated
simple avatars by employing markers (e.g. body suit with
tracking devices) which restrict the user’s movement and
provide limited spatial resolution. In contrast to these sim-
ple avatars, a full body 3D reconstruction could realistically
represent the user’s appearance and completely model the
dynamics of movement such as facial expressions, chest de-
formation during breathing, and movement of hair or cloth-
ing. Unfortunately, the accurate construction of the 3D data
at high frame rates has always been the common shortcom-
ing of teleimmersive systems.

In this paper, we describe a multi-camera system that
creates a highly accurate (on the order of a cm), real time
(under 30 ms), 360◦ 3D reconstruction of users. The main
contributions of this work are three-fold. First, in section 5,
we develop a robust calibration of the multi-camera system
and the physical space to ensure the preservation of spa-
tial correspondences between various teleimmersive systems.
Second, in section 6, we introduce a novel multiscale repre-
sentation that allows for highly accurate reconstruction of a
scene while allowing for high compressibility of the 3D data
produced. Third, in section 7, we describe how the data pro-
duced from the multiple cameras can be integrated together
to improve the overall visual quality of the reconstruction.
The rest of the discussion includes a brief overview of similar
work in section 2, and an overall description of the system
and its components in sections 3 and 4.

2. RELATED WORK
Several attempts have been made in the past to develop

real time 3D reconstruction systems to capture the human
body. Most real time approaches fall into one of three cat-
egories based upon their computational approach: (1) sil-
houette based reconstruction, (2) voxel-based methods with
space sampling, and (3) image-based reconstruction using
dense stereo. In silhouette-based reconstruction, 3D infor-
mation is obtained via visual hulls that are formed by in-
tersecting generalized cones between a silhouette and the
camera center. The voxel-based method, on the other hand,

determines depth by sampling a uniform grid of space using
color consistency. Finally, the vision-based reconstruction
creates dense stereo depth-maps by correlating slightly dis-
placed views of the same scene.

A desktop teleimmersive system based on reconstruction
from silhouettes was initially proposed by Baker et al. who
used five different views to obtain a 3D model of the user via
a visual-hull approach [2]. The system was based on a single
PC which performed 3D reconstruction and rendering of the
users in a simple virtual meeting room. Though compact,
the system showed limited accuracy and speed. A full-body
teleimmersive system was introduced by researchers at ETH
Zurich who applied silhouette-based 3D reconstruction from
several cameras to capture the user inside a CAVE-like en-
vironment [6]. Active semi-transparent panels allowed for
synchronous image capturing and projection of the virtual
environment. Two systems were built to test the collabora-
tive experience of between dislocated users. More recently,
Ladikos et al. proposed a 3D reconstruction approach us-
ing visual hulls built on CUDA working at 30 frames per
second (fps) [15]. Unfortunately, the 3D reconstruction ap-
proach employing visual hulls is limited due to its inabil-
ity to recover concave surfaces. In order to deal with this
shortcoming, Hasenfratz et al. presented a voxel-based in-
teractive virtual reality system that worked at 25 fps on 1.6
GHz Pentium 4 processor, but the speed was achieved by ex-
plicitly leveraging accuracy for speed; hence, the presented
results were unable to accurately reconstruct clothing and
facial features [7].

In contrast to these approaches, Kanade et al. designed
a full-body capturing system using image-based reconstruc-
tion with a large number of distributed cameras to capture
human movement in real time (less than a single frame per
second); however, no immersive feedback was added for the
users (i.e. no shared virtual space was created) [11]. The
first teleimmersive system was presented by researchers at
the University of Pennsylvania [18]. Their system consisted
of several stereo camera triplets used for image-based recon-
struction of the upper body, which allowed a local user to
communicate to remote users while sitting behind a desk.
More recently, Sang et al. presented a teleimmersive frame-
work based on 3D reconstruction from dense-stereo depth
maps [9]. Several stereo cameras were used to perform real
time (5-7 fps) reconstruction of the scene as a point cloud
which was then integrated into a virtual environment.

In recent years, several benchmarks to compare the accu-
racy of various types of stereo and multiview reconstructions
have become available. Scharstein et al. present a thorough
overview of a variety of standard algorithms to perform 3D
reconstruction (most do not work in real time) and provide a
powerful benchmark that has become an industry standard
[22, 23]. They even provide a benchmark to compare various
multiview algorithms [24]. A brief review of the results of a
variety of algorithms on these benchmarks illustrates rather
clearly that image based reconstructions, in general, provide
far more accurate results than the other two approaches. Im-
age based approaches make fewer explicit assumptions about
the object to be imaged and therefore tend to be more ac-
curate. Unfortunately, image based reconstructions tend to
be much slower.

Teleimmersive systems, in general, have focused almost
entirely on the speed of the system and have not focused
on the accuracy of the reconstruction. In this paper, we
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describe a teleimmersive system that employs image based
reconstruction to get accurate results, but does not sacrifice
speed in order to arrive at these results. We compare our
approach against the various aforementioned benchmarks to
illustrate the strength of our method. Moreover, in contrast
to most other papers describing image based teleimmersive
systems, we focus on developing a method to integrate and
blend the generated depth maps from the various views in
order to improve the final visual quality.

3. SYSTEM OVERVIEW
The teleimmersion (TI) system presented in this paper

allows for collaboration between geographically distributed
users by creating a shared virtual environment. All users
interact with the virtual environment via their local TI sta-
tions (Figure 2). In order to properly model interaction be-
tween objects in the shared virtual environment and allow
for flexibility in the visualization of these objects, each sta-
tion must maintain a local copy of the entire virtual space.
Model manipulation and post-processing of data can then be
performed locally. With these requirements in mind, each
station must perform the following three tasks: (a) compu-
tation of a 3D reconstruction of local objects, (b) communi-
cation of 3D data to other stations, and (c) visualization of
the virtual environment with other remote users.

Figure 2: Diagram of the system which depicts
the local model maintained by each station and the
shared virtual environment.

An appropriate choice of representation for the data should
take into consideration the aforementioned tasks. Namely,
the system should be able to reconstruct any object that is
present at each station. Hence, no priors on the physical
models are assumed (i.e. no avatars to be fitted). Since we
require real time streaming of 3D data, we must choose a
flexible representation that allows for fast and efficient com-
pression. Though each station creates a separate 3D model
of an object based on views from multiple camera clusters
(see section 4), in order to visualize the objects we must be
able to integrate these views, which can be expensive if the
representation choice is poor.

With these requirements in mind, we argue that the ideal
representation of an object from a view is a mesh as opposed
to a set of scattered points without connectivity information.
Mesh generation in real time can be a challenging task; nev-
ertheless, in this paper we describe how to construct a mesh
rapidly, how the mesh allows us to build dense 3D depth
maps, how the mesh allows us to perform efficient data com-
pression, and how to combine the meshes from various views
to improve the resulting data quality.

Figure 3: Components of the teleimmersion system.
Capturing component is displayed to the left. Data
is then processed using a computing cluster. The
model is transmitted over the network for display
at another teleimmersive station.

4. HARDWARE OVERVIEW
In this section we describe different components of the

teleimmersion system (figure 3).

4.1 System Configuration and Cameras
The teleimmersion apparatus consists of 48 Dragonfly cam-

eras (Point Grey Research Inc, Vancouver, Canada), each
with resolution 640 × 480 pixels. The cameras are arranged
in twelve clusters of three grayscale cameras for stereo re-
construction and a color camera for texture acquisition. Ten
of the clusters are equipped with 6 mm lenses while the re-
maining two clusters have 3.8 mm lenses for wider capture
space. The cluster thus cover 360◦ of the workspace of about
2.0 x 2.0 x 2.5 m3. The cameras of each cluster are con-
nected through IEEE 1394a (FireWire) interface to a ded-
icated server which performs image acquisition and stereo
reconstruction. The server computers used for the recon-
struction have two dual core Intel Xeon 2.33 GHz, 2 GB of
memory and 1 Gbps connection to Internet 2. The servers
use Windows XP operating system.

4.2 Synchronization
Synchronization of the images across the cameras, which

is required for consistent 3D reconstruction from multiple
views, is achieved using external triggering. The camera
triggering pins are connected to the parallel port of the trig-
gering server which generates a digital signal to initiate cap-
turing of the next image frame while receiving TCP/IP mes-
sages from the cluster computers once the reconstruction of
the frame has been completed.

4.3 Illumination
The workspace is illuminated by eight 55 W light fixtures

with diffusive filters. The filters create diffusive illumination
to reduce shadows and specularities which can interfere with
stereo reconstruction. Six lights are mounted from the top
to illuminate the subject from above and two are located on
the floor illuminating the user’s lower half of the body.

4.4 Display
The display system consist of a rendering computer with

Intel Dual Core CPU, 2.66 GHz, 2 GB of memory, and two
NVIDIA GeForce 8800 GTS graphics cards. The renderer
can receive compressed 3D data directly from the cluster
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computers in separate network streams or indirectly through
a gateway computer which can also connect to a remote
site. The renderer supports different display options, such
as single or multiple desktop displays and various passive
or active stereo systems. The users can also use different
interface devices (e.g. wireless 3D mouse, Wii Remote) to
interact with the virtual environment.

5. CALIBRATION
In our multi-camera system, 3D reconstruction is per-

formed by several camera clusters that work independently
to acquire partial 3D data of the scene. The cameras must
be calibrated with respect to their intrinsic and extrinsic
parameters with high accuracy in order to reconstruct an
accurate 3D model of the user. In order to guarantee a
realistic experience of teleimmersion, the metrics and ge-
ometry of the interaction space among remote users must
also be properly established. For example, a local partici-
pant should perceive spatial relationships with other remote
users in a fashion similar to real-life experience.

We approach the calibration of the teleimmersion space in
a hierarchical fashion. On the lowest level, we calibrate in-
ternal camera parameters using Zhang’s method [28] through
homography obtained from a checkerboard. Since the cam-
eras of each cluster share a large workspace, we can simulta-
neously obtain their geometric relationship. Once each clus-
ter is internally calibrated, we can proceed with the external
calibration of clusters which returns accurate positions and
orientations of each cluster with respect to a reference cam-
era. The external calibration is performed using a virtual
calibration object which is generated by two LEDs at a fixed
distance. Finally, we perform calibration of the workspace
with respect to the display which is used to define the spatial
relationship between remote locations. The algorithm and
comparison with similar methods is explained in more detail
in [Reference removed for review]. In this section we briefly
outline the steps of the calibration method and provide the
results for our setup.

5.1 Cluster Calibration
Calibration of each stereo cluster with four cameras is per-

formed using Zhang’s method. A planar checkerboard target
is placed in different positions and orientations to gener-
ate a set of points for homography calculation. We use the
standard pinhole camera model with distortion correction
which describes the camera by 8 parameters in total. The
algorithm uses a set of known points detected from the cor-
ner features of the checkerboard. The camera captures the
checkerboard in different positions and orientations while
projecting the points to the image plane. A system of lin-
ear equations is formed and solved through singular value
decomposition. The internal camera parameters (i.e. fo-
cal length, optical center and distortion) obtained from the
homographies are further optimized using the Levenberg-
Marquardt [16] algorithm.

After each camera is calibrated independently, the relative
orientation and position of the cameras within the cluster is
obtained with respect to the middle camera chosen as the
reference. Finally, global optimization is performed for all
the cameras in the cluster to further reduce the reprojec-
tion error and optimize the geometric parameters. For the
calibration of the stereo clusters with 4 cameras, we used a
black and white checkerboard with 15 x 10 squares (square
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Figure 4: Vision graph generated for 12 stereo clus-
ters with the cluster #3 selected as the reference
cluster (left) and typical reprojection error for the
external cluster calibration (right).

size was 40 mm). We typically collect about 15-20 images for
each cluster. The calibration software written in C++ using
OpenCV and levmar LM algorithm [16] libraries performs
the calibration in about one minute. Typical reprojection
errors for a cluster are between 0.08 and 0.15 pixels for cam-
eras with the resolution of 640 by 480 pixels.

5.2 External Calibration
In our external calibration method using a virtual calibra-

tion object, we combine the idea of vision graphs to calibrate
cameras with small overlap. In contrast to other methods [4,
8, 26] our approach resolves Euclidean reconstruction (pre-
serving metric information) and introduces novel parameter
reduction in the case of two-point bar calibration which in-
creases the robustness of the calibration [14].

Our external calibration algorithm consists of the follow-
ing major steps:

(a) image acquisition and sub-pixel marker detection on
multiple cameras

(b) composition of adjacency matrix for weighted vision
graph describing interconnections between the cameras
(e.g. number of common points)

(c) computation of fundamental F and essential matrix E
with RANSAC

(d) essential matrix decomposition into rotation and trans-
lation parameters defined up to scale factor λ

Figure 5: Three-dimensional layout of 12 stereo clus-
ters after the calibration.
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Figure 6: Calibration of the physical space (top).
Example of remote users in a virtual space after
physical calibration (bottom).

(e) determination of the scale factor λ through triangula-
tion and LM optimization

(f) optimal path search using Dijkstra algorithm

(g) global optimization of the parameters using sparse bun-
dle adjustment (SBA) [16]

Our external calibration approach assumes that at least
any two given clusters overlap. Marker detection is imple-
mented using color and ellipse detection in background sub-
tracted images to allow calibration in daylight conditions.
Based on captured marker positions, pair wise geometric re-
lationship is established between cameras with large number
of common points using fundamental matrix. The transfor-
mations can be solved with the metric scale factor since the
distance between the LEDs is known. Global calibration is
then resolved by constructing a vision graph which models
the overlap between the stereo clusters. Weight factor, rep-
resenting the reciprocal of the number of common points
between the camera pairs, is assigned to each connection
in the vision graph. Optimal transformation path (i.e. the
path with the lowest sum) from each camera to the reference
camera is determined. Finally, the parameters are globally
optimized using sparse bundle adjustment implementation
to further reduce the reprojection errors on each camera.

For external calibration of our 48 camera setup we used a
rigid metal bar with two LED markers attached on each end.
We chose Luxeon I LED (Philips Lumileds Lighting Com-
pany, San Jose, CA), with a brightness of 30.6 lm and 160◦

emitting angle. The two LEDs were placed on a metal bar
at distance of 298 mm. The complete external calibration of
12 stereo clusters with about 3000 3D points, takes between
10-15 seconds on a personal computer with Intel Xeon 3.20
GHz processor and 1 GB of memory. The mean reprojection
error between all the cameras is typically between 0.25 and
0.40 pixels with the standard deviation between 0.04 and
0.12 pixels (figure 4). In our setup, these errors result in the
cluster position errors of about 0.5% and orientation errors
of about 0.1◦. Figure 5 shows the results of the external

calibration where for clarity only the central camera of each
cluster is presented. Camera 3 was chosen as the reference
camera since its position and orientation correspond with
the floor level.

5.3 Calibration of Physical Space
In the last part of this section, we address geometric cal-

ibration between remote locations. We propose a simple
method for calibrating the reference cluster (i.e. camera
space) to the physical space of each teleimmersion station.
By consistently defining the physical coordinates between
the remote locations, the geometric correspondence across
the sites is well-defined.

The calibration is performed by acquiring one image of the
checkerboard placed in the vertical position (figure 6). Since
the reference camera has already been internally calibrated,
it is possible to determine the exact location of the camera
with respect to the checkerboard coordinate system. The
physical coordinate system is placed on the floor to retain
consistency of coordinates between different locations. If
all remote locations are properly calibrated by defining the
transformation between the camera and the physical world
space, their rendering coordinate systems coincide with the
coordinate system defined in the virtual environment.

6. STEREO RECONSTRUCTION
In this section, we briefly describe the construction of the

3D data from pairs of images, the compression of the created
data, and the result of combining various reconstructions
together in a single environment (figure 7). We focus on
comparing our results on the aforementioned benchmarks.

6.1 Construction of the Representation
In this section, we describe how we represent the data and

how we build rapid and accurate 3D depth maps. We par-
tition the image domain using Maubach’s bisection scheme

Figure 7: A simplified block diagram of the stereo
algorithm for the 3D mesh generation.
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Figure 8: A 320 × 240 image taken from a single camera in a stereo cluster (top-left), a background subtracted
image generated for that image (bottom-left), the mesh generated for this image (second image from the left),
the pre-processed disparity image (third image from the left), and the post-processed disparity image (right
image). Note that lighter gray values indicate that the object in the scene is closer, darker gray indicate that
an object in the scene is further away, and black indicates areas of uncertainty.

[17]. Decomposition begins with a coarse representation of
the image by right isosceles triangle basis functions. Each
triangle is then refined via a simple bisection. Refinement
occurs only if a given criterion goes unsatisfied within each
triangular region. This criterion, in our system, is the vari-
ance of the grayscale image within each triangle. We intro-
duce an additional constraint to allow for the application of
a variety of standard Finite Element Methods: we require
that there be no floating nodes (i.e. no nodes in the mid-
dle of a triangles edge). This type of mesh is referred to
as conforming and aids in the development of algorithms to
quickly process the depth maps created by our reconstruc-
tion algorithm.

6.2 Calculation of Depth
After the construction of this representation of the im-

age, we can calculate the depth at the nodes of the triangles
by employing a region by region matching technique. Since
window-based stereo aggregation methods implicitly assume
that all pixels within the window have similar disparities,
they struggle whenever windows straddle depth discontinu-
ities. This results in the infamous foreground fattening ef-
fect.

We assume depth varies smoothly within any image seg-
ment with homogeneous color. Fortunately, our mesh em-
ploys an identical assumption during construction. The size
of the image segment generated by the meshing dictates our
stereo aggregation window size choice, since all elements in
an image segment have similar depth. We do not assume
that pixels in the same segment share the same depth, but
rather that they lie in a locally fitted surface. This method
succeeds in our system for two reasons: first, it improves
the robustness of our matching procedure by employing en-
tire regions instead of single points and, second, it reduces
the total number of points that must be matched which im-
proves the overall efficiency of the matching procedure.

Finally, since the representation is conformal, the depth
map can be post-processed by exploiting standard global op-
timization procedures such as anisotropic diffusion, which
have been proven to improve the overall quality of depth re-
construction [5]. Though these finite element methods gen-
erally converge slowly, they are proven to converge rapidly
in our representation. In figure 8, we show a sample image
from our system (top-left image), the background subtracted
image (bottom-left image), the mesh generated for this im-
age (second image from the left), the pre-processed disparity
image (third image from the left), and the post-proccessed
depth map from that view (the right image).

Figure 9: Two images, each of size 450 × 375, from
the benchmark developed by Scharstein et al. [23]
(left column), the ground truth for these two images
produced using a laser range finder (center column),
and the output of our stereo algorithm (right col-
umn). Note that lighter gray values indicate that
the object in the scene is closer, darker gray indi-
cate that an object in the scene is further away, and
black indicates areas of uncertainty.
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Process Our’s Wang Bleyer Klaus
Teddy 1-Pixel Error 7.15% 8.31% 6.54% 7.06%
Teddy Speed 42.1ms 20s 100s 14s
Cone 1-Pixel Error 7.56% 7.18% 8.62% 7.92%
Cone Speed 53.8ms 20s 100s 25s

Table 1: A quantitative comparison of our algorithm
against the top performers on the benchmark devel-
oped by Scharstein et al. [23]. The teddy and cone
image correspond to the top and bottom rows of fig-
ure 9 respectively. Our output was produced with
approximately 40,000 triangles in both instances.

At this point, we can compare the effectiveness of our
algorithm in calculating disparities on the traditional afore-
mentioned benchmarks. The benchmarks consist of dozens
of pictures. The two images that the benchmark has iden-
tified as the most difficult are found in the left column of
figure 9. The accuracy of the measurements is calculated
against a ground truth image, which can be found in the
center column of figure 9, generated by a laser range finder.
Note that lighter gray values indicate that the object in the
scene is closer and darker gray indicates than an object in
the scene is further away. Black areas correspond to points
where the disparity value is unknown.

The output of stereo algorithms is generally what is called
a disparity value for each pixel in the image. The disparity
is inversely proportional to the depth, and error, in this do-
main, is generally calculated by the percentage of pixels that
differ in their returned disparity from the ground truth by
more than one. Put more clearly, this is approximately the
number of pixels that differ in their returned value by more
than an order of magnitude greater than a single centimeter.
The output of our stereo algorithm on the images found in
the left column of figure 9 calculated on two dual core 2.33
GHz machines can be found in the right column of the same
figure. A quantitative comparison of our algorithm can be
found in table 1. We include the most accurate performers
on this benchmark in the same table. Wang et al. employed
a dual core 1.6 GHz machine [27], Bleyer et al. employed a
2 GHz Pentium 4 machine [3], and Klaus et al. employed a
dual core 2.21 GHz machine [12]. Notice that we arrive at
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Figure 10: A comparison of package size between the
standard and our encoded format. Packages include
information on how to generate the representation,
RGB values (3 bytes per node), and disparity values
(2 bytes per node).

Triangulation 3.83 ms
Disparity 15 ms
Post-Processing 1.78 ms
Decompression 0.78 ms
Total 21.39 ms

Table 2: Average frame rate for a typical image se-
quence in the TI system on two dual core 2.33 GHz
machines obtained using TI stereo pairs each with
size 320× 240 with approximately 10000 triangles per
frame.

comparable levels of accuracy with the top performers, but
our algorithm takes anywhere between three hundred to two
thousand times less time to produce an answer.

6.3 Compression of the Representation
After constructing the 3D data from a single view, the

data must be passed to the rendering machine. Sharing the
models between different stations requires transmitting the
triangulation models in real time. A standard format for
transmitting triangulation information consists of transmit-
ting nodal values, and then specifying the triangles based on
the node indices. In particular, if we consider RGB values
(3 bytes) and depth values (2 bytes) per pixel, we have 5
bytes per node. Each triangle must specify 3 vertices and
each vertex requires at least 3 bytes (since there are more
than 216 possible nodes in our representation). Hence, there
are a total of 9 bytes per triangle. This gives:

Std. Package Size = (No. of Nodes)× 5
+(No. of Triangles)× 9.

(1)

Given our choice of representation, we can do better. Since
our triangulation results from a bisection scheme, it is possi-
ble to specify how the representation was generated instead
of specifying each node in the triangle. That is, we can
specify which triangles are bisected. This encoding scheme
for the triangulation yields large gains given enough trian-
gles in the representation. No additional time is required
to encode the representation since the information for en-
coding the representation is generated at the same time the
representation is initially computed.

In figure 10, we compare the size of the data package gen-
erated over a typical image sequence after background sub-
traction from the TI system (each image has size 320 ×
240). Typical images in the sequence look similar to the left
images in figure 8. In the sequence used for figure 10, no
object is present in the field of view of the camera for the
first seven frames during which time the compressed pack-
age is larger than the standard package, but from then on
the compressed package is close to 3 times smaller than the
standard package. Notice, each frame is less than 15 Kbytes.
In table 2, we include a quantitative description of the aver-
age time per frame to generate and decompress the 3D data
for the typical image sequence from figure 10 (note, we have
not included the first several frames which had no object in
the scene while calculating the average time).

6.4 Integration of the Views
After constructing the 3D model from each view, we must

project the various views together in the global 3D coor-
dinate frame. Again, we first illustrate the procedure on
a benchmark and then data collected from the TI system.
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Figure 11: Creating a 3D model: Sample disparity maps obtained from stereo reconstruction (left). Disparity
values are used to project the representation into 3D space which becomes patches for the 3D model (middle-
left). The model with texture mapping is presented from multiple views (middle-right and right).

We consider a benchmark released by Seitz et al. [24]. The
dataset includes a sequence of images of a dinosaur, fig-
ure 12, collected at forty eight different positions on an ex-
tremely well-calibrated multi-camera system. The system
is not only geometrically calibrated (i.e. intrinsic and ex-
trinsic calibration), but is also photometrically calibrated.
The result of our algorithm from three different views can
be found in figure 11. The left image in the figure corre-
sponds to depth maps produced from two different views.
The center image corresponds to the meshes projected with
their depth values into a global coordinate system. Notice
the meshes are well aligned. Finally, notice the images on
the right correspond to a variety of views with the colors
from the views projected on top of the mesh.

We repeat the process on two different sets of images (each
containing three views) from the teleimmersive system. Fig-
ure 13 shows two models constructed for individuals that are
not collocated in the same setup. Observe that though the
patches are well aligned in Figure 13, they do not perfectly
overlap. This occurs in occluded parts of the scene for a par-
ticular view; hence the patches that do not overlap occur in
areas where the patch’s normal does not point in the same
direction as the view that generated it. In addition, since
the system is not photometrically calibrated different cam-
eras may treat the same color in the scene as different col-
ors in their representation. In order to alleviate both these
problems, we rely on the visualization algorithm, which we
present below.

Figure 12: Dinosaur picture samples from an online
dataset [24].

7. 3D VIDEO PLAYBACK
The final component of the TI system deals with the vi-

sualization of the 3D data streams or 3D video streams, and
their integration into the shared virtual environment.

7.1 Display System
In light of the required visual processing, we make use of

a fairly state-of-the-art graphics acceleration board (see Sec-

Figure 13: 3D models recovered from our tele-
immersion environment: Views of individuals in
station where they are interacting with virtual
data (top-left and bottom-right), and corresponding
models shown as multiple colored meshes (top-right
and bottom-left).
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tion 4.4) here. The subsystem is the main user-facing com-
ponent and provides for the connection to remote streams
provided by other TI stations. Stream management features
are provided for manipulation of the visual representation
such as hiding or showing all or parts of streams from remote
stations. Users can also freely reposition and reorient the
reconstructed 3D objects within the virtual environment.
Incoming streams can be recorded and later played back
with full control over playback speed, pausing and seeking
to random location in the stream. In this way, for example,
a complicated dance lesson can be studied at leisure and
from arbitrary viewpoints.

In order to provide these capabilities at real time frame
rates, the processing of connected streams has been opti-
mized to reduce latency and make use of all computing re-
sources. We achieve this through aggressive parallelization
and appropriate buffering to separate the processing tasks.
In particular, care has been taken to never stall the render-
ing process as unsteady frame rates quickly result in user
motion sickness when using virtual reality displays.

The display subsystem is responsible for maintaining the
local representation of the shared virtual environment and
renders the appropriate elements in addition to the 3D video
streams. Correspondingly facilities are provided for navigat-
ing the environment and manipulating it depending on the
collaborative application.

7.2 Visual Representation of Reconstructions
The most challenging task of the display subsystem is the

proper rendering of the compressed reconstructions. More
specifically, the requirements are first, real time frame rates
(60 frames per second are needed for virtual reality displays),
and second, a high quality depiction that is visually consis-
tent over the duration of playback.

The representation of the reconstruction provides typi-
cal data for which current graphics hardware is optimized.
At first glance, the built-in standard z-buffer rasterization
would seem sufficient. This is not the case and the play-
back may not produce well defined surfaces and suffers from
temporal popping from tessellations overlapping the same
captured surface. We relate these issues to the following
characteristics of the data:

1. Noise in the reconstruction of a surface produces slight
variations for each reconstruction independently. Even
assuming a perfect spatial registration between the re-
constructions, the noise would produce spot-wise oc-
clusions at overlapping regions, as discussed in the pre-
vious section.

2. Registration is not perfect and may produce offset
reconstructions of overlapping regions of a same cap-
tured surface (illustrated in figure 14).

3. Color may be slightly mismatched between the cap-
turing clusters because photometric calibration is not
done. In combination with the first point, the mis-
match may render the inconsistent occlusion visible.

4. 2.5D reconstructions are generated for each cluster,
i.e. the points on the image plane are extruded to
the computed depth. The reconstruction provided by
a cluster is, thus, sensitive to the orientation of the
surface with respect to the cluster’s image plane.

1

2

virtual
eye

capture weight view weight

A A

Figure 14: The contribution of each triangle is
determined by: Left, how well the corresponding
capturing camera is able to resolve that triangle;
Right, how much that triangle is likely to contribute
to the final image given the current view parame-
ters. Filled lines represent important triangles ver-
sus unimportant ones which are depicted as dashed
lines.

Our approach to the visual representations addresses these
issues by (a) leveraging the built-in functionality of the graph-
ics hardware to rapidly project the triangles and compute
screen coverage in real time and (b) composite the individ-
ual contributions of all the reconstructions at each screen
pixel to obtain better image quality.

In the first phase of the rendering process the individ-
ual contributions for each reconstruction is computed with
respect to the current view. For this purpose each recon-
struction is rendered from the view point into an off-screen
buffer using a custom fragment program. For each covered
fragment we generate the usual color and depth contribu-
tion but additionally compute and store a weight factor for
use during compositing. This factor considers the normals
of the triangle faces of the reconstruction. We determine the
appropriateness of each triangle as illustrated in figure 14.

• Capture Weight (figure 14 left): We consider the
orientation of each triangle in a reconstruction with
respect to the capturing direction of the corresponding
camera cluster. In practice, this means that we com-
pute a face normal for each triangle (in a geometry pro-
gram on the GPU), compute the dot product with the
normal of the cluster’s image plane, and floor the result
to zero. Thus, triangles directly facing the capturing
cluster receive a high weight, and as the triangles face
away from the camera the weight drops towards zero
at the orthogonal orientation. This first weight builds
on the employment of many capturing clusters in the
environment with many overlapping regions: at over-
laps the better resolved triangles amongst the clusters
is be favored.

• View Weight (figure 14 right): Similar to the cap-
turing weight, we consider the current viewing param-
eters to determine interesting parts of the reconstruc-
tion with respect to the current view. Again the dot
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Figure 15: Different views of the visualization gen-
erated from the 3D data in figure 13 interacting with
the virtual environment.

product is taken, but here it is calculated between the
normal of each triangle and the viewing direction.

The two weights are multiplied together to form the fi-
nal weight of the contribution. In the simplified example
illustrated in figure 14, the viewing weight is equal to one
at point A, thus, the capturing weight selects the better re-
solved triangles amongst the two clusters (filled segments).
At the edges of the surface though, the triangles are both
captured poorly and are therefore uninteresting for the view
and have diminished contributions.

In the second phase all the pixels of the screen are trig-
gered and the contributions are composited independently.
Care has to be taken not to blend all the stored contribu-
tions to retain proper occlusion, e.g. a hand in front of a
torso. Our current implementation determines the closest
contribution and blends it with those within a user specified
depth range. An example of the type of rendering generated
for the 3D data from figure 13 can be found in figure 15

8. CONCLUSIONS
In this paper, we described a multi-camera system that

creates a highly accurate, 3D reconstruction of an environ-
ment in real time. We began by providing an overall systems
perspective and then described in detail a calibration, rep-
resentation, reconstruction, and then visualization method-
ology that together provide a state of the art teleimmersive
system.

The hierarchical calibration approach allows for robust
and flexible calibration of multiple cameras with various
pairwise overlap. Since the cameras within the cluster are
located close to each other, the homography based method
is more appropriate as compared to the fundamental matrix
approach. On the other hand, for more sparsely positioned
stereo clusters fundamental matrix approach yields more ac-
curate results for geometric calibration. Using proposed hi-
erarchical approach, it is convenient to recalibrate only part
of the camera system, internally or externally.

The representation and reconstruction of 3D data is simul-
taneously flexible and accurate which allows for high levels of
compressibility and easy visualization. The reconstruction
is amongst the top performers on an industry wide benc-
mark for accuracy and it is easily one of the fastest recon-
structions available. Future work will focus on employing
the reconstruction to build a single unified model of the 3D
environment from the various views as opposed to the cur-
rent strategy of simply relying on the visualization technique
to correct for possible inconsistencies amongst the various
views. This would have the added benefit of reducing the fi-
nal size for the entire 3D environment, which would have the
benefit of reducing the overall network bandwidth required
for a particular teleimmersive station.

Finally, the visualization technique takes employs the na-
ture of the representation and the viewing direction to build
high quality depication that is visually consistent. The tech-
nique works rapidly by taking advantage of standard graph-
ics hardware.

Full-body 3D reconstruction of users in real time offers
new possibilities for immersive and teleimmersive applica-
tions. Within our framework, the users are integrated into
the virtual environment and become a part of the model.
Different digital effects (e.g., transformations and deforma-
tions of rendered images) can be applied in real time to
manipulate what is displayed to the remote users. The
users can be immersed inside computer generated existing
or non-existing environments, such as ancient buildings and
future architectural designs to allow interactive exploration.
The system could be combined with head-mounted display
and head tracking to provide first person immersion. The
presented system introduces new opportunities for educa-
tion (e.g., immersive physics experiments) and training (e.g.,
emergency and disaster response, military training). The
3D capturing framework presented can also provide data for
human motion analysis and modeling. Extracted kinematic
parameters could be applied as on-line feedback to a user for
training of physical movements (e.g., dancing, physical ther-
apy, and exercise). Finally, there are many applications in
social networking and entertainment where the users could
interact in real time inside a common virtual environment,
such as games supporting physical interaction, interactive
music video, and 3D karaoke.
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