
Cellular resolution volumetric in vivo retinal 
imaging with adaptive optics–optical coherence 

tomography◊ 

Robert J. Zawadzki,
1,*

 Stacey S. Choi,
1
 Alfred R. Fuller,

2
 Julia W. Evans,

1
   

Bernd Hamann,
2
 and John S. Werner

1
 

1Vision Science and Advanced Retinal Imaging Laboratory (VSRI), Department of Ophthalmology & Vision Science, 
University of California Davis, 4860 Y Street, Suite 2400, Sacramento, California 95817, USA  

2Institute for Data Analysis and Visualization (IDAV) and Department of Computer Science,  
University of California Davis, One Shields Avenue, Davis, California 95616 

* Corresponding author: rjzawadzki@ucdavis.edu  

Abstract: Ultrahigh-resolution adaptive optics–optical coherence 
tomography (UHR-AO-OCT) instrumentation allowing monochromatic and 
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imaging of various retinal structures including the macula and optic nerve 
head (ONH). Novel visualization methods that simplify AO-OCT data 
viewing are presented, and include co-registration of AO-OCT volumes 
with fundus photography and stitching of multiple AO-OCT sub-volumes to 
create a large field of view (FOV) high-resolution volume. Additionally, we 
explored the utility of Interactive Science Publishing by linking all 
presented AO-OCT datasets with the OSA ISP software. 
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1. Introduction  

Enabled by recent progress in the development of optical coherence tomography (OCT) [1-4], 
including its Fourier/spectral-domain variation [5-11], several companies have introduced 
clinical OCT instruments for ophthalmic imaging. This has resulted in rapid growth of OCT 
use for monitoring progression and treatment of many retinal diseases in everyday clinical 
practice. What makes OCT so attractive is its high sensitivity (ability to measure weak back-
scattered signals), high acquisition speed (allowing volumetric imaging within seconds) and 
high axial resolution tomographic cross-sections. The retinal organization of similar cell types 
arranged in almost transparent horizontal layers is conducive to identification of pathogenesis 
imaged in vivo with this technique. The well-defined spatial organization of the retina also 
invites complex image processing, including quantitative analysis of segmented layers, and 
registration with other clinical imaging methods.  With deeper penetration of the optic nerve 
head (ONH) it also permits a study of ganglion cell axons as they begin their projection to 
subcortical and cortical projection sites.  

Lateral resolution in clinical OCT systems is, however, insufficient for imaging of 
individual cellular structures. To overcome this limitation one would have to increase lateral 
resolution by increasing the numerical aperture (NA) of the imaging system. This can be 
achieved by increasing the diameter of the OCT imaging beam at the eye’s pupil. 
Unfortunately due to imperfections in the optics of the eye, this approach yields only a small 
improvement in lateral resolution. For most subjects, if one increases the size of the imaging 
beam by over 2 mm at the eye’s pupil, lateral resolution deteriorates [12]. Correcting ocular 
aberrations in real time can overcome this limitation and further improve lateral resolution. 
This can be achieved by implementing adaptive optics (AO) to measure and correct the 
wavefront error of the eye. The value of high-resolution, AO-based imaging has been 
demonstrated in fundus cameras (flood illuminated ophthalmoscopes) [13-15] and scanning 
laser ophthalmoscopes [16-18] to visualize cellular retinal structures. However, due to the 
limited axial resolution and sensitivity of these instruments, they have been mainly used in 
imaging highly reflective structures such as cone photoreceptors, micro-capillaries and nerve 
fiber bundles visualized over a narrow depth of focus without insight into axial structure. To 
overcome this limitation and to gain further insights into volumetric retinal features at cellular 
resolution, AO has been incorporated into various OCT systems [19-29]. However volumetric 
resolution and visibility of retinal details achieved by those instruments have been limited 
either by axial or lateral resolution. Recently, the first two papers reporting AO-OCT with 

isotropic volumetric resolution (~3 µm) [30-31] have been published. To achieve this 
resolution, AO combined with ultrahigh-resolution (UHR)-OCT requires additional optical 
elements to compensate for the eye’s longitudinal chromatic aberration (LHA).  

In this paper, we present for the first time volumetric images of various retinal structures 
acquired with the UC Davis UHR-AO-OCT system [30] allowing monochromatic and 
chromatic aberration correction. Novel methods to simplify AO-OCT data visualization, 
including co-registration of AO-OCT volumes with fundus photography and stitching of 
multiple AO-OCT sub-volumes to create large field-of-view (FOV) high-resolution volumes 
are presented. Additionally, we have taken advantage of the OSA “Interactive Science 
Publishing” by linking all the presented AO-OCT datasets to make possible data visualization 
with OSA ISP software. 

2. Materials and methods 

The UHR-AO-OCT used in this paper for retinal volumetric imaging has been described in 
detail in our recent publication [30]. Additionally, different strategies of acquiring volumetric 
AO-OCT datasets can be found in our previous papers [23,24,26]. Here, we focus mainly on 
the new aspects of volumetric imaging with UHR-AO-OCT. These mainly include image 
acquisition and volumetric data manipulation and visualization. 
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Volumetric Acquisition              Sampling Grid               Lateral Sampling Distance     Acquisition Time 
 

“Large” volume            100 B-scans; 1000 lines/B-scan  ∆x = 1 µm; ∆y = 10 µm;   T = 5.5 s 
          (100,000 lines) 

 

“Small” volume            300 B-scans; 250 lines/B-scan ∆x = 1 µm; ∆y = 1 µm;   T = 4.2 s 
          (75,000 lines) 

 

2.1. UHR-AO-OCT instrument  

The light source used for both UHR-OCT and wavefront sensing is a superluminescent diode 
(Superlum BroadLighter T840-HP). This permits ~3.5 µm axial resolution in retinal tissue. 
The measured light level at the entrance pupil of the subject’s eye is maintained below 450 
µW. In our current configuration, the imaging beam diameter is approximately 6.6 mm at the 
subject’s pupil. An AO system using two deformable mirrors (DMs) for better AO 
performance, has been introduced into the OCT sample arm to allow correction of the 
subject’s ocular aberrations over this pupil size. With good AO correction, lateral resolution is 
similar to axial resolution, resulting in an isotropic volumetric point-spread function. The 
OCT-control unit drives vertical and horizontal scanners with programmable scanning 
patterns (maximum field of view of 4°), acquires ~18k lines/s for 50 µs line exposures (there 
is ~6 µs/line of read out and processing time) and displays 32 frames/s with 500 lines/frame of 
OCT data. An AO-control system operates the AO closed-loop correction at a rate of 16 Hz. 
The same light source is used for both wavefront sensing and imaging to permit the OCT data 
to be saved without interfering with the AO system operation. In the design of our AO-OCT 
sample arm, all key optical components were at planes conjugate to the pupil of the eye, 
including vertical and horizontal scanning mirrors, wavefront correctors (AOptix 
Technologies Bimorph DM and Boston Micromachines Corp. MEMS DM), the Hartmann-
Shack wavefront sensor and the fiber collimator for light delivery.  

2.2. Volumetric data acquisition 

Several different 3D raster scanning modes have been used to acquire the images presented in 
this paper. In our standard sampling acquisition mode [100 B-scans (1000 lines/B-scan)], 
100,000 A-lines are acquired in about T = 5.5 s to image one volume. This grid is usually used 
to acquire “larger” AO-OCT volumes (1 mm x 1 mm) where equidistant lateral sampling is 
not critical (visualization of capillaries or nerve fiber bundles). An alternative commonly used 
sampling grid [300 B-scans (250 lines/B-scan)] has a shorter acquisition time, T = 4.2 s. This 
grid is usually used to acquire “small” AO-OCT volumes (250 µm x 300 µm) where 
equidistant lateral sampling is important (e.g., for visualization of cellular retinal structures 
such as photoreceptors). Unfortunately, despite head restraint and implementation of B-scan 
co-registration, it is not possible to correct all the distortions introduced by eye motion. This 
can be observed as disruptions in retinal vasculature on the OCT fundus image (that is created 
from volumetric data as a superposition of the voxel values in the axial direction). One way to 
minimize this problem is by tracking and correcting for retinal motion in real time during 
acquisition [32,33] or in post-processing [34]. Application of the first method would require 
construction of a more complex and more costly imaging instrument. The second method 
requires fast transverse (en-face) image acquisition to track retinal motion that is usually 
achieved by an SLO, but could also be achieved with future ultrahigh-speed OCT. We do not 
discuss those issues in detail in this paper. Table 1 compares acquisition times and sampling 
densities of the two volume acquisition schemes that were tested in this paper.  

Table 1. Comparison of Volume Acquisition Times and Lateral Sampling for Two Grids 

 

 
 
 
 
 
2.2.1. Acquisition of large FOV using sub-volumes.  

To enhance the impact of our UHR-AO-OCT instrument for clinical application, we modified 
our visualization software to allow stitching of multiple volumetric datasets to create larger 
FOV high-resolution retinal volumes rather than displaying only one AO-OCT volume 
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acquired at a pre-set sampling location [32]. In an AO-OCT instrument the size of the single 
volume is restricted by either of two factors: maximum lateral scanning area of the system or 
the isoplanatic field of a given eye. For our current system (imaging wavelengths and pupil 
diameter) it’s approximately 2-3°, thereby setting the maximum area that could be covered by 
a single AO-OCT volume (without compromising image resolution). In our previous work 
[26] we proposed a 1x1 mm 3D raster scanning mode that acquires 100 B-scans (1000 
lines/B-scan) in about 5.5 s (with line acquisition exposure of 50 µs) as adequate for “large” 
AO-OCT volume imaging. As already mentioned, such volumetric sampling is not dense 
enough to reveal volumetric cellular structures. Nevertheless, it allows clear visualization of 
many interesting retinal features including microcapillaries and nerve fiber bundles. Its size, 
however, is still small compared to the FOV of standard clinical instruments. Therefore, we 
used this scanning mode to acquire multiple volumes that could be combined to create larger 
FOV AO-OCT volumes for clinical applications. Since each single AO-OCT sub-volume was 
set to cover about 1x1 mm (for the case of large FOV sub-volume acquisition) the spacing 
between centers of two consecutive sub-volumes should not exceed 70-80% of sub-volume 
width (i.e., 700-800 µm). This overlap of multiple sub-volumes is essential for later sub-
volume co-registration and stitching. In order to change the location of a sub-volume we 
change the location of the fixation point. This is presently the only way of changing the 
location of the sub-volumes since each single sub-volume uses the whole scanning range of 
our instrument. The only difference between this sub-volume acquisition and our regular data 
acquisition mode is the spacing between fixation points resulting in overlap among sub-
volumes. Figure 1 illustrates the AO-OCT scanning areas used in sub-volumetric 
measurements with an acquisition scheme using nine sub-volumes. 

 

Fig. 1. An example of AO-OCT scanning areas used for creating larger FOV volume (based on 
the acquisition of nine sub-volumes). Numbers on the sub-volumes refer to the order in which 
they were acquired. Fundus photo is used for reference. 

2.3. Manual stitching and visualization of sub-volumes  

To stitch sub-volumes we have incorporated additional functionality into our OCT volume 
renderer, described previously [36], to permit independent manipulation of each sub-volume 
(free translation, one at a time in three dimensions) and viewing of the resulting volume and 
its cross-sectional slices in real time. This allows for accurate and timely stitching of several 
sub-volumes within minutes. After proper positioning of sub-volumes data can then be 
“stitched” and saved as a single large volume. This step is then repeated until a large FOV 
volume consisting of all sub-volumes is created. The figure below shows a simplified flow 
chart of our manual sub-volume registration and stitching procedure. 
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Fig. 2. A simple flow chart representing the process of sub-volume co-registration and 
stitching.  

There are various ways of combining the data in the overlapping regions (usually by 10-
15%) of two sub-volumes. We currently choose the maximum value of two overlaying voxels 
as the value of the resulting voxel in order to preserve the prominent characteristics of each 
volume. This also enhances artifacts if sub-volumes are not aligned properly and therefore 
helps to co-register them by minimizing it. The figure below shows a schematic of the manual 
volume manipulation allowed during sub-volume registration. 
 

 

 

 

 

 

Fig. 3. Left, schematic of the volume manipulation allowed during manual volume stitching in our volume 
renderer. Right, resulting volume with common voxels.  

2.3.1. Co-registration of AO-OCT volumetric datasets with other imaging modalities  

As already pointed out, due to the growing reliance on Fourier-domain OCT in 
ophthalmological diagnoses, it is increasingly important to be able to compare results obtained 
with this instrument to other clinical imaging systems. This task is trivial if the OCT 
instrument itself is a part of such a system, but no system combines all the relevant clinical 
images that may be needed for a given subject. Thus, cross-platform registration needs to be 
implemented. This problem is quite complex as the scaling and distortions between imaging 
platforms may not be linear. In this work, we implemented simplified co-registration using 
only scaling, translation and rotation of co-registered images. Similarly to the aforementioned 
stitching and visualization of sub-volumes, this functionality has been incorporated into our 
OCT volume renderer [36] for manipulation and viewing of a co-registered image on the 

Upload sub-volume 

to Volume Renderer 

Translate laterally sub-volume (in XY plane) to the initial position 

where it overlays with reference volume (using OCT fundus view) 

View volume in the XZ slicing plane (cross-sectional), translate 

in X and Z to minimize mismatch between volumes 

View volume in the YZ slicing plane (cross-sectional), translate 

in Y and Z to minimize mismatch between volumes 

Finalize by “stitching” sub-volume 

and creating single larger volume 
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corresponding OCT volume, its OCT fundus image and cross-sectional slices. In our current 
system we can freely scale, rotate and translate a fundus photo in three dimensions. Our 
system currently allows this transformation to be manipulated directly or by matching points 
from the fundus photo to a two-dimensional projection of the OCT dataset (OCT fundus). 
This point correlation approach operates solely in a two-dimensional domain, thus only two 
sets of correlated points are needed to completely define this transformation. Such 
manipulation is accomplished with the co-registered image only (OCT data remains 
unchanged). This approach allows the segmentations and annotations (any drawings / marks 
made on OCT cross-sectional planes) imposed on the OCT volume to be displayed on the co-
registered fundus photo. Figure 4 shows a schematic of the image manipulation allowed 
during this registration process. 
 
 
 

 

 

 

 

 

Fig. 4. Schematic of the manipulation allowed during co-registration of the fundus photo (green 
rectangle) with the OCT volume. 

3. Results and discussion 

In this section, several examples of retinal structures acquired with our UHR-AO-OCT system 
offering high isotropic resolution of 3.5µm are presented.  

3.1. UHR-AO-OCT retinal imaging 

As an example of UHR-AO-OCT imaging at cellular resolution, two volumes of the retina 
acquired with a small volume scanning grid with two different settings of the focusing plane 
[23] are shown in Fig. 4. Both volumes have been acquired over 250 x 300 µm with 
equidistant lateral sampling steps of 1 µm. Depending on the location of the AO system focus, 
different retinal structures can be observed. Thus, with the focus set at outer retinal layers the 
volumetric structure of the cone photoreceptor matrix is recognizable, but the inner retinal 
layers appear blurred and less reflective due to their location outside the focus. If the AO 
focus is shifted towards the inner retina, one can observe nerve fiber bundles, microcapillaries 
and some variation in signal intensity (besides speckles) from the ganglion cell layer and both 
plexiform layers. In this case, photoreceptor layers are blurred (out of focus). A clear increase 
in signal intensity measured from inner retinal layers can be observed if compared to images 
obtained with different focus settings. The retinal location where both volumes were acquired 
is shown on the corresponding fundus photo. A visualization of retinal volumes with our 
custom Volume Renderer is shown on both sides of the fundus photo. Additionally, we show 
a screenshot of the same volumes from the OSA ISP software with links to the volumetric 
visualizations. 
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Fig. 5. UHR-AO-OCT volume of the retinal structures acquired over 0.25 x 0.3 mm area on the 
4.5 deg temporal retina (TR). Top row: left, visualization of the data acquired with UHR-AO-
OCT system focus set on photoreceptor layers; center, fundus photo with marked location of 
the acquired volumes; right, visualization of the data acquired with UHR-AO-OCT system 
focus set on inner retinal layers. Bottom row: left, screenshot from OSA ISP with the UHR-
AO-OCT volume with focus set on photoreceptor layers (View 1); right, screenshot from OSA 
ISP with the UHR-AO-OCT volume and focus set on inner retina layers (View 2). Multiple 
microscopic and cellular structures can be recognized clearly (including photoreceptors seen on 
the lower left panel and microcapillaries seen on the lower right panel). 

UHR-AO-OCT volumetric retinal imaging  with  large FOV volumes, exceeding our 
current system FOV of ~ 1mm, similarly to other AO imaging modalities (that also have a 
small field of view), can be achieved by acquiring multiple volumes and merging them into a 
“montage.” As an example, Fig. 6 shows a set of nine volumes acquired (as described in 
paragraph 2.2.1) covering approximately 2.5 x 2.5 mm area on the retina. The figure shows a 
screenshot from our custom volume renderer with an OCT fundus view of the final volumetric 
montage with co-registered fundus photo. Each sub-volume covers 1 x 1 mm and was 
acquired using the large volume acquisition mode. Registration of the sub-volumes and 
subsequent co-registration between the resulting large FOV AO-OCT volume and fundus 
photo was achieved by manipulating this data through the user friendly interface of our 
volume rendering software. The large FOV is likely to facilitate clinical and scientific 
applications of AO-OCT. 
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Fig. 6. OCT fundus montage created with our volume renderer of nine stitched AO-OCT 1 x 1 
mm sub-volumes acquired with focus set on inner retinal layers.  

It can be seen that small retinal vessels can be used as anchor points for co-registration of 
AO-OCT volumes to fundus photos. As a result of this co-registration one can interactively 
view with our volume renderer both the AO-OCT volume and fundus photo to achieve better 
visualization and localization of the retinal features between two imaging modalities. As an 
example of the volumetric view of a large FOV AO-OCT volume, Fig. 7 shows a screenshot 
of an image generated with our volume renderer. It can be seen that even though vertical 
spacing between consecutive B-scans is approximately 10 µm, microscopic retinal features 
can be recognized easily. 

 

  

Fig. 7. Visualization of the large FOV AO-OCT volume (from Fig. 5). Left, movie of the 
volume with co-registered fundus photo generated with our custom visualization software 
(Media 1). Right, screenshot from OSA ISP with the slicing plane view of the large FOV AO-
OCT volume (View 3). Note the clear visualization of microcapillaries and foveal avascular 
zone when altering the location of the slicing plane.  

We submit that the creation and display of large FOV AO-OCT volumes greatly improves 
the potential clinical impact of our AO-OCT system. This functionality will be further 
enhanced when combined with more automated data acquisition and stitching procedures to 
be developed in the future. 

3.2. AO-OCT ONH imaging 

To illustrate the use of AO-OCT for visualization of retinal structures outside the fovea, we 
imaged the optic nerve head (ONH) of a healthy 50-year-old volunteer. The AO-OCT system 
used for ONH imaging was an earlier version of the UHR-AO-OCT mentioned above. The 
two main differences are: reduced axial resolution (6 µm) and fixed wavefront correction 
during imaging. Both were dictated by current constraints of our UHR-AO-OCT instrument.  
The reduction of axial resolution was forced by the presence of transverse chromatic 
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aberrations (TCA). This aberration is responsible for lateral blur of the imaging spot and 
increased with spectral bandwidth and eccentricity of the imaged structure [30,37]. Thus, 
reduction of spectral bandwidth helped to limit the degrading impact of TCA on image 
quality. Imaging with fixed wavefront correction was forced by our AO-OCT imaging scheme 
where the same light is used for both imaging and wavefront sensing. Thus, while imaging 
structures like the ONH, with variation in axial location, no stable reference plane (in depth) 
can be used by the wavefront sensor, thereby reducing the stability of AO correction. To 
overcome this problem we closed our AO loop while scanning the imaging beam outside the 
ONH and then, after fixing the wavefront corrector, asked the subject to look in the direction 
allowing one to image the region of interest in the ONH.  

Figure 8 shows the locations of multiple AO-OCT volumes acquired over an ONH region 
superimposed on a conventional fundus photograph of the same region. Multiple microscopic 
structures including lamina cribosa and blood vessels are easily recognizable. Links to the 
same AO-OCT volumes visualized with the OSA ISP software are provided as well. 

 

Fig. 8. Visualization of the ONH microscopic structures imaged with AO-OCT. Left, 
screenshot from our custom volume renderer after co-registration of five 3D AO-OCT datasets 
with fundus photo. Right, screenshots from movies showing B-scan and cross-sectional view 
[26] of three AO-OCT volumes shown on the left: 15N 2SR (Media 2), 12NR (Media 3), and 
14N 2IR (Media 4). White lines on the B-scans correspond to the depth of the C-scans 
reconstructed from the same volume. Multiple microscopic structures including lamina cribosa 
and blood vessels are easily recognizable. All the volumes can be accessed and viewed with 
OSA ISP: 12NR (View 4), 14N 2IR (View 5), 15N 2SR (View 6), 17N 1SR (View 7), and 16N 
6SR (View 8). Note that the volume acquired at 17N 1SR has motion distortion that could not 
be properly corrected. 

Several features that may be used in the diagnosis of retinal diseases can be visualized and 
recognized clearly, including the microscopic morphology of the ONH rim and lamina 
cribosa. Squares superimposed on the fundus photograph of the subject’s ONH are used to 
denote the locations where high-resolution AO-OCT images were acquired. Single B-scans 
from full volumes and reconstructed C-scans are also presented.  

4. Conclusions 

The utility of UHR-AO-OCT volumetric imaging for research and clinical application is still 
being evaluated. Image understanding seldom follows immediately from hardware 
development.  Instead, new imaging modalities may require not only clinical testing but novel 
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visualization methods, especially with volumetric data providing unfamiliar views to 
clinicians. We have shown several examples of the application of our UHR-AO-OCT system 
for imaging volumetric retinal structures at cellular resolution. As can be seen in the two 
examples, AO-OCT helps to visualize volumetric micro-morphology of retinal structures that 
should allow monitoring disease progression or treatment on a microscopic scale. It also may 
provide a unique tool for the study of retinal disease as structures may now be seen that were 
previously available only through histological methods and necessarily at only one time point 
in the course of the disease.  

Our current UHR-AO-OCT volumes suffer from retinal motion artifacts that cannot be 
removed due to insufficient acquisition speed. This of course translates into motion artifacts 
on the stitched sub-volumes making it more difficult to co-register. Additionally, since retinal 
eccentricity is chosen by changing the location of a fixation point, a nonlinear distortion of the 
AO-OCT volumes can be observed between sub-volumes. This effect creates additional 
artifacts on stitched volumes. In this case, more complex sub-volume manipulation (beyond 
simple translation) would be necessary to limit these artifacts.   
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