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ABSTRACT: In computer-aided biological design, the trifecta of characterized
part libraries, accurate models and optimal design parameters is crucial for
producing reliable designs. As the number of parts and model complexity increase,
however, it becomes exponentially more difficult for any optimization method to
search the solution space, hence creating a trade-off that hampers efficient design.
To address this issue, we present a hierarchical computer-aided design architecture
that uses a two-step approach for biological design. First, a simple model of low
computational complexity is used to predict circuit behavior and assess candidate
circuit branches through branch-and-bound methods. Then, a complex, nonlinear
circuit model is used for a fine-grained search of the reduced solution space, thus
achieving more accurate results. Evaluation with a benchmark of 11 circuits and a
library of 102 experimental designs with known characterization parameters
demonstrates a speed-up of 3 orders of magnitude when compared to other design
methods that provide optimality guarantees.

KEYWORDS: biodesign automation, CAD, computer-aided design, module library, part selection, hierarchical model,
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The design of biological circuits is a complex, tedious and
uncertain process. Over the past decade, research in the

area of synthetic biology tries to adopt the engineering
principles of standardization, abstraction, model-driven design
and automation for a faster, more compatible and reliable
outcome. As such, computer-aided design (CAD) is of
paramount importance in this exponentially growing field,
and it will be essential for synthetic biology to materialize its
transformative potential. Over the years there has been
considerable progress in the field, although limitations such
as scalability, optimality and biological accuracy still need to be
addressed.1−3

The design of functional components that are part of a larger,
interconnected ensemble requires the following fundamental
principles to be in place: first, characterized fundamental blocks
that can be assembled together into a functional entity should
be available; second, the development of predictive models that
are accurate enough to capture the dynamic behavior of the
designed component; third, access to optimization tools that
can support design decisions given user-defined constraints and
objective functions, by utilizing the former (fundamental blocks
and model predictions) as its inputs. However, there is an
inherent trade-off between the second and the third principle.
On one hand, capturing fully and accurately the behavior of
designed components requires complex models, for example,
models that are based on systems of nonlinear differential
equations. At the same time, complex models can easily lead to
intractable and nonconvex optimization problems. As a result,
various CAD tools4−6 only support circuit simulation without

optimization, and even in cases where optimization is
supported, it is based on simplistic models, local information
and heuristic methods.7−11 Some of these tools are able to
handle modules, two or more parts that are grouped together,
which is an important extension as it can significantly lower the
construction time.8,12,13 Still, it remains an open question how
the module characterization parameters can be extracted from
the full circuit design and the experimental results available in
the literature.
This paper introduces a hierarchical two-step approach that

balances the model complexity trade-off. Our approach is
illustrated in Figure 1. A circuit topology and the desired
input−output relationship serve as the input. In the first step,
we use a logic-based model to limit the search space to design
topologies that can express the desired logic function. Within
that reduced search space, we apply a branch-and-bound
method to find the set of candidates that minimizes the number
of parts and modules. Then, in the second step, a nonlinear
model is used to capture the behavior of each candidate circuit
and identify the final solution. We used the SBROME
framework8 to implement and measure the performance of
this method. To provide the fundamental blocks necessary, we
also built a part and module library (PAMLib) that incorporates
the set of parts and modules used in ref 12 with characterization
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parameters that were extracted from experimentally validated
circuits. In the following sections, we present the hierarchical
method that we employed and benchmarked against 11 circuits
of different sizes (Table S1, Supporting Information).

■ RESULTS AND DISCUSSION
The general problem that we solve here can be formulated as a
multiobjective optimization problem: find the optimal part/
module set, given a part library, a circuit topology and an
input−output characteristic relationship. A solution can be
thought as optimal when it uses the lowest number of blocks
(i.e., parts and/or modules) and it has the smallest deviation
(measured as the sum of squared errors) from the desired
input/output characteristic points. Since these objectives are
independent, our approach here only finds Pareto optimal
solutions. As described in the Methods section, the core of this
approach is a two-step workflow with different granularity levels

of the model complexity. In the first step, a logical model that
can be derived from the circuit structure (i.e., the interaction of
parts) is used. This allows us to apply a branch-and-bound
algorithm that branches on the circuit structure while checking
on whether other constraints are satisfied. We also implement
two extensions that increase the computational performance, a
look-ahead technique to exclude subsolutions based on future
compatibility issues and a branching technique that can handle
complex circuit topologies. In the second step, a nonlinear
model is used to capture the circuit behavior with more details.
In addition, parameter values are estimated from the high-
dimensional data to increase the accuracy of the approach (see
Methods). To evalute our framework, we built a benchmark of
11 circuits of various complexity and dynamic behavior.
First, we evaluated how well the number of parts and

modules is minimized by using a simple model. The goal here is
to minimize the time to construct the circuit from available
parts and modules rather than engineering new genetic parts as
it was the case in previous work.14 Therefore, in addition to the
minimization of the number of parts and modules needed, we
also favor constructs that are in a single plasmid since we may
use it directly (i.e., transformation directly into the host cell
without amplification and ligation). For that purpose, we define
the cost of a part or a module fragment to be one. For a module
that is in a single plasmid, the cost is set to 1 − ε. Here we set ε
= 0.01 so that a solution with that the number of parts and
modules still is the dominant factor in cost computation. The
solution cost, which is the total cost of parts and modules used
in this solution, and the running time for each circuit are
showed in Table 1. We also compare to the most parsimonious
and fastest method reported until now that employs dynamic
programming.12 We observe a speed-up in running-time
between 9 to 4000 in all cases that yield the same solution.
In addition, the heuristic approach leads to significantly larger
circuits in 9 of the 11 cases, while in the remaining two cases
the feed-forward and the 2-input NOT-AND circuitsthe
heuristic approach and the simple logical model resulted in the
same solution.
Next, we evaluated the performance of the two-step method

in the term of how well the final solution approximates the
desired circuit dynamics. To predict the behavior of candidates
that are determined from the first step, we use a nonlinear
model that is based on thermodynamics modeling of the
various components, as described in the Methods section and
inspired by previous work.15,16 Table 2 depicts the four binding
categories that our model captures and includes both positive
and negative regulation for one or two binding sites. Parameter
estimation is performed for each module by fitting the
corresponding model to the experimental data. As such, a
single part that participates in two distinct modules can have
characterization parameters that differ, since these have been
extracted from different circuits and hence in different contexts.
When a new circuit is simulated, the part parameter values are
those associated with the circuit/module that the part was
extracted and characterized. For the 11 circuits in the
benchmark we have extracted a total of 160 parameter values
(Table S2, Supporting Information). Table 3 provides a
summary of the parameter types and their dynamic range.
The simulated output and the desired output of the optimal
solution for each circuit is shown in Figure 2. Remarkably, the
method is able to generate circuits that approximate adequately
the desired dynamic behavior, despite the fact that the
parameters for their underlying building blocks (parts,

Figure 1. An illustration of the hierarchical model switching. A circuit
topology and the desired input−output relationship serve as the input.
In the first step, a logical model (represented through a network of
logic gates) is used to limit the search space to design topologies that
can express the desired logic function. In the second step, a nonlinear
model is used to capture the behavior of each candidate circuit and
identify the final solution. A part and module library (PAMLib)
provides the fundamental blocks necessary for each step. This library
incorporates the set of parts and modules (for the first step) with
characterization parameters (for the second step). A proposed circuit
design and its predicted behavior are provided at the output.
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modules) were inferred from circuits with different input/
output specifications. The Pearson correlation coefficient

(PCC) for the 11 designs vary from 0.94 to 0.99 with a
mean PCC of 0.97. The 2-NOT-AND circuit exhibits the

Table 1. A Comparison on the Part and Module Selection between the New Approach (BB) and Other Ones (HS, DP)a

proposed circuit cost running time (seconds)

design input topology size (gate) HS BB HS DP BB

2-cascade 2 2 − ε 1 − ε 1.0 × 10−2 1.8 × 10−1 2.0 × 10−2

3-cascade 3 3 − ε 2 1.0 × 10−2 2.1 × 10−1 2.0 × 10−2

4-cascade 4 3 3 − ε 1.2 × 10−2 2.5 × 10−1 4.0 × 10−2

band-detector 3 6 5 1.5 × 10−2 3.4 × 10−1 8.0 × 10−2

feed-forward 3 4 − 2ε 4 − 2ε 2.6 × 10−2 6.3 × 10−1 7.0 × 10−2

2-not-and 2 2 2 3.1 × 10−2 6.4 × 10−1 4.0 × 10−2

3-input-and 2 3 3 − 3ε 6.9 × 10−1 2.3 1.2 × 10−1

3-not-and 3 4 − ε 4 − 2ε 6.7 × 10−1 3.6 × 101 1.5 × 10−1

2-to-1-mux 4 7 5 − 3ε 1.7 1.1 × 102 1.6 × 10−1

D1 4 7 6 − 4ε 1.1 1.2 × 103 9.8 × 10−1

D2 5 8 6 − 4ε 2.8 2.0 × 103 4.5 × 10−1

aBB, branch and bound; HS, a heuristic search approach; DP, a dynamic programming based approach12 that enumerates all subsolutions of each
node.

Table 2. Models for the Protein Production Rate with Different Promoter Types

aThe number of operator binding sites (OBS) where the transcription factor (TF) can bind.

Table 3. Parameter Extracted and Deposited in the Part and Module Library (PAMLib)

category parameter description unit quantity dynamic range

Protein production F Protein production rate without transcription factor binding μM min−1 36 105

f1 Interaction coefficient between a transcription factor and RNAP n/a 14 25
K1 Dissociation constant μM 26 106

K2 Dissociation constant μM 8 105

ω Interaction coefficient between two repressors n/a 8 104

Ligand n Hill coefficient n/a 11 4
Kd Dissociation constant μM 11 104

Protein λ Degradation rate min−1 41 103

K Dissociation constant μM 5 106
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highest deviation (PCC of 0.94). We further investigated that
the source of this discrepancy is not the existence of a better
solution (we confirmed that the method selected the optimal
solution by exhaustively testing all possible solutions), but the
limited number of parts and modules in PAMLib that does not
contain parts that could lead to a more favorable combination.
In addition, sensitivity analysis argues for the robustness of the
results, as the final solution remains unchanged in all cases
when a 5% perturbation is added to the parameter set (Figure
S1, Supporting Information).
There are several directions that can lead to further

improvements. First, an extension to this work would be the
integration of the constraint checking into the branch-and-
bound step to prune branches as soon as these constraints are
violated. Second, the cost function can be reformulated to take
into account additional features such as operon optimization,
technique-specific assembly constraints17 (e.g., different cost-
functions for Gibson assembly or Golden-Gate). Third, the
methodology can be extended to use a linear model,18,19

instead of a logic-based one as a first step. This will facilitate the
incorporation of genetic elements that have a common

background but harbor variations that can alter their dynamic
behavior, such as promoter libraries that have been generated
either through rational design or random mutagenesis of the
promoter region.20 As such, the branch-and-bound scheme that
was presented here can be applied for the variant selection
problem by grouping subsolutions that have similar behaviors
into classes and thus reducing the solution space that the
algorithm has to explore. In addition, the method can be
extended to handle general circuit topologies that encompass
multiple outputs and cyclic graphs. In terms of usability, this
implementation was focused more on optimized computation
to demonstrate the difference in performance and less so on an
intuitive presentation and standard packaging of the resulting
software and library. As such, the module library can be
repackaged in a standardized way to facilitate its reuse and
expansion through active standards, such as the Synthetic
Biology Open Language (SBOL).21,22

Ultimately, a genome-scale simulator23−25 can be used to
predict the dynamic circuit behavior within a specific host strain
and environmental conditions.26 The triplet of circuit, host
strain and environmental conditions can be used to generate a

Figure 2. Predicted behavior and desired behavior of each circuit in the benchmark. Each data point represents the normalized output value (the
simulated one by the y-axis and the desired one by the x-axis) of an input value combination.
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model of transcription, translation, signal transduction and
metabolism. Although the incorporation of a genome-scale
model to a design pipeline seems straightforward, there are a
number of points to be considered. First, genome-scale and
circuit models use a very different approach to modeling, with
the former relying in a small set of parameters that usually map
statistical associations and not biophysical phenomena. In
contrast, circuit models try to capture, in detail, the biophysical
dynamics and use the appropriate kinetic constants (e.g.,
dissociation constants, protein degradation rates) and modeling
framework to do so.27 Merging these two worlds under a
unifying framework that increases the model’s predictive ability
is quite challenging. As both fields move forward, data
availability and coordinated efforts in both disciplines will be
instrumental to close this gap.28

■ METHODS

Definitions. Circuit Graph. We follow8 in the definition of
circuit graph. This graph represents all biological processes
(transcription, translation and binding) of a circuit. More
specifically, a directed graph represents a circuit, with every
node and edge represent the molecular species (ligand, mRNA,
protein and their complex) and regulatory relationship
(activation, repression), respectively. When only the type of a
node (e.g., ligand or protein), but not its name (e.g., IPTG or
tetR), is defined, then the graph is called an abstract circuit
graph. In this paper, we limit the circuit graph as only a directed
acyclic graph with single output node.
Logical Model. A logical model of a circuit graph is a set of

logical relationships; each of them is generated from the
regulatory relationship at each node by the following simple
rules: (i) the binding of an activator to a promoter generates a
YES (i.e., amplification) relationship, (ii) the binding of a
repressor to a promoter generates a NOT relationship, (iii) the
regulation of a hybrid promoter or the binding of two
molecular species generate an AND relationship, (iv) the
regulation of a tandem promoter generates an OR relationship.
Circuit Graph Matching. A matching between two circuit

graphs G1 and G2 is a bijection φ between their vertex set such
that (i) for each node u in G1, u and the corresponding node
φ(u) in G2 must have the same type, (ii) for each node u in G1,

if the name of both two nodes u and φ(u) is defined then these
names must be identical, (iii) (u,v) is an edge in G1 if and only
if (φ(u),φ(v)) is an edge in G2, and (iv) if (u,v) is an edge in G1
then the type of both two edges (u,v) and (φ(u),φ(v)) must be
the same.

Fan-in Node. For a circuit graph, a transitive input subgraph
of a node is a subgraph that contains that node and all nodes
connected to that node by directed paths (e.g., Figure 3a). A
transitive fan-in subgraph of a node is a connected subgraph of
the transitive input subgraph of that node that also contains
that node itself. Notice that there is only one transitive input
subgraph of a node but there is one or many transitive fan-in
subgraphs of that node. A fan-in node of a transitive fan-in
subgraph is a node outside that subgraph that can connect to
another node inside that subgraph by one edge (e.g., Figure 3b).

Part and Module. A part is an elementary genetic element
such as a promoter or a gene. A module is a composite part that
consists of two parts or more that have been assembled
experimentally (e.g., Figure 3d). The biological function of a
part or a module is represented by a circuit graph
representation above through the transformation as in ref 8.
In a circuit graph, a matching between a part (or a module) and
a node is a matching (defined above) between the circuit graph
representation of that part (or module) and a transitive fan-in
subgraph of this node. A fan-in node of this matching is simply
a fan-in node of the transitive fan-in subgraph.

Abstract Subsolution and Subsolution. An abstract
subsolution of a node is a partition that divides the transitive
input subgraph of that node into nonoverlapping subgraphs
(e.g., Figure 3c). A subsolution of a node is a triplet of (a) an
abstract subsolution of that node where the corresponding set
of nonoverlapping subgraphs is , (b) a set P of parts and
modules, and (c) a one-to-one mapping σ: →P such that (i)
for each subgraph G ∈ , there exists a matching between G
and the circuit graph representation of the part (or module)
σ(G) and (ii) the absence of cross-talk and connection
compatibility constraints (i.e., the output molecules of a
subcircuit match the input molecules of all connected
downstream subcircuits) are satisfied.
For an acyclic circuit graph, the subsolution definition above

leads to a recursive relationship: a subsolution of a node is also

Figure 3. Illustration of definitions on a circuit graph. (a) A transitive input subgraph of node K (marked by the dash line). (b) A transitive fan-in
subgraph of node K with corresponding fan-in nodes E and F. (c) An abstract subsolution of node K with 3 subgraphs. (d) A set of one part and two
modules and their circuit graph representation, the abstract subsolution in (c) together with this set and the mapping (subgraph I→module 1;
subgraph II→module 2; subgraph III→part 1) can form a subsolution of node K.
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a pair of (a) a part (or a module) together with a matching
between this part (or module) and that node, (b) a
combination of subsolutions where each of them is of a fan-
in node of that matching.
Solution and Cost. The cost of a subsolution is the total cost

of all parts and modules used in this subsolution. A solution is
simply a subsolution at the output node.
Part and Module Selection Problem. Given an abstract

circuit graph and a library of parts and modules, find a solution
that has the minimum cost.
A Two-Step Design Workflow. In the first step (Figure

1), all circuit graphs that can express the logic of the input
circuit topology are generated and encoded into one, minimal,
all-encompassing graph using the method from refs 12, 29.
Then a branch-and-bound based algorithm (Algorithm 1) is
applied to solve the part and module selection problem
(defined above) for this graph. This algorithm is implemented
through two steps. In the first step (section Bound Estimation

on Solution Cost), the constraints of cross-talk absence and
connection compatibility are relaxed to estimate the bound of
the cost of all possible solutions. In the second step (section
Search for a List of Solutions), with the bound that we have
determined, we only need to search for solution for each cost
value within that bound in ascending order until a list of k
solutions (candidate circuits) are found. In addition, two
extensions (sections Extension 1 and Extension 2) are also
applied to improve the computational performance. In the
second step (Figure 1), we rank each candidate circuit by the
deviation from its behavior to the given desired one. The
behavior of each candidate circuit is predicted by using a
nonlinear thermodynamics model15,16 with parameter values
that are estimated from the experimental characterization data
(section Rank Solutions by Their Predicted Behavior). The
technical details of each step are presented in the following
sections.
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Bound Estimation on Solution Cost. To estimate a lower
bound, we relax the constraints of cross-talk absence and
connection compatibility. With this relaxation, the information
about the node name in the circuit graph representation
becomes irrelevant since we do not have to check cross-talk or
compatibility. Therefore, to make the computation more
efficient, we group all parts and modules based on their circuit
graph topology and their cost. Algorithm 2 summarizes this
preprocessing step.
Because of the recursive relationship on the subsolution

above, the bound on the subsolution cost of each node can be
estimated as in algorithm 1 (step 1). We store both the bound
information after bound estimation of each node and all
subsolutions with their costs pertaining to that node, so we can
efficiently search for a solution in the second step. For that
purpose, for each node v, we can use a hash table v[ ] that
hashes each abstract subsolution by its cost (i.e., v[ ][cost]
contains all abstract subsolutions of node v, each of them has
the same cost). However, this approach makes the computation
inefficient since we have to enumerate all such abstract
subsolutions. Therefore, we propose a further step to group
all abstract subsolutions of a node by the matching between
that node with a part/module and the cost distribution of
subsolutions at fan-in nodes of this matching. More specifically,

v[ ][cost] contains all triplets σ ⃗s( , , )i where i is an
isomorphic class of parts and modules, σ encodes the matching
between v and the representing circuit graph α

i
of this class

while s ⃗ encodes the cost distribution of subsolutions of fan-in
nodes of this matching. By that way, v[ ] is updated iteratively
by traversing all nodes of the input circuit graph by the
topological order (i.e., if there is an edge from u to v then u will
be traversed before v). At each node v, the procedure Match
will find all possible pairs σ( , )i . Then, for each such pair, all
cost distributions s ⃗ of subsolutions of fan-in nodes of the
matching σ are explored to form a new triplet that will be
inserted into v[ ] by hashing the total cost.
Search for a List of Solutions. Recall that a solution is a

subsolution of the output node, thus the bound on its cost is
determined from the first step. Therefore, we only need to
search for solutions for each cost value within that bound in
ascending order until a list of k solutions (i.e., candidates) is
found as in algorithm 1 (step 2). Notice that the searching in
this step is for a complete solution, so the constraints of cross-
talk absence and the connection compatibility have been taken
into account.
By utilizing the information stored in v[ ][cost] from the

first step, this searching operation can be done recursively from
the output node; i.e., we can retrieve all possible matchings
between a part or a module and that node from and then try
for each matching by repeating the search of the subsolution at
each fan-in node of this matching. To make the memory usage
efficient, we choose depth-first search and concomitantly we
eliminate the need for recursion. Since many intermediate
searches are repeated, we propose to store their results locally
to be reused later on. The auxiliary function Search (Supporting
Information) summarizes this procedure.
Extension 1 (Interaction Look-Ahead). As an extension to

the previous algorithm, an interaction look-ahead scheme was
implemented in conjunction to the branch-and-bound based
method to prune subsolution branches. In this case, when the
part/module classification is performed, as in Algorithm 2, we
also take into account all possible interactions of the input/

output molecular species of this part/module (i.e., the
molecular species of the input/output node in the circuit
graph representation of this part/module) with other molecular
species (i.e., the type of those species and the corresponding
interaction type). By the input/output interaction information
on a part/module and of a node in the abstract circuit graph, we
are able to predict if the matching between this node and that
part/module will lead to a violation of the connection
compatibility constraint or not. If so, we prune all solutions
that have resulted from this matching.

Extension 2 (Branching Extension). A branching node is a
node that connects to two or more nodes. For example, node F
is a branching node of the circuit graph in Figure 3a. In this
example, if a final solution (of node Q) that contains a
subsolution of node O, a subsolution of node P and a maching
between a part/module with node Q then one of these two
subsolutions will cover the transitive input subgraph of the
branching node F (i.e., subgraph of nodes A, B, C, F) and the
other subsolution will not. Here “a subsolution covers a
transitive input subgraph” means each node of this transitive
input subgraph is included in one of subgraphs that are
generated by the partition of the subsolution. Therefore, to be
able to handle a circuit graph that contains branching nodes, we
have to extend the subsolution definition above by taking into
account if a subsolution covers the transitive input subgraph of
a particular branching node or not. In this work, this extension
is implemented by adding a vector of flags (each flag for one
branching node) into each subsolution to mark if it covers the
transitive input subgraph of that branching node or not.

Rank Solutions by Their Predicted Behavior. To choose the
optimal design among candidates in the second step (Figure 1),
we define another cost function f for each candidate C

∑= −
∈

f C s i d i( ) ( ( ) ( ))
i I

C
2

where I is a set of inputs, sC(i) and d(i) are the simulated output
value of C for input i and the desired output value for input i
respectively. The final design C* is the one that has the
minimum cost f(C*). We use a thermodynamics model15,16 to
determine the simulated output values of each circuit. More
specifically, the transcription and the translation processes are
modeled by the following equation

λ= Γ −
t

d[protein]
d

[protein]protein

where [protein], λprotein, Γ are the protein concentration,
protein degradation rate and the protein production rate,
respectively. The protein production rate is modeled for four
types of binding that includes both positive and negative
regulation with one or two binding site. Table 2 provides the
mathematical formulation for each of these cases. For the
protein−protein binding, the protein complex concentration is
modeled at equilibrium

=
−

K
[protein ][protein ]

[protein protein ]
1 2

1 2

where [protein1], [protein2] and [protein1 − protein2] are the
concentration of proteins and the protein complex, respectively,
while K is the dissociation constant. In the case of ligand−
protein binding, we use the Hill equation as follows:
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− =
+K

[ligand protein]
[ligand]

[ligand]
[protein]

n

n n
d

where [ligand−protein], [ligand], [protein] are the concen-
tration of the ligand−protein complex, the ligand, and the
protein, respectively. The parameters n and Kd correspond to
the Hill coefficient and the dissociation constant, respectively.
To estimate the parameter values, we fitted the model and

the experimental characterization data of each circuit in the
PAMLib. The nonlinear optimization solver30 was used to find
the locally optimal solution for that fitting problem. In total, we
estimated 160 parameter values (Table S2, Supporting
Information) to simulate the behavior of candidate designs
for all 11 circuits in our benchmark set.
All related data are available as a resource at http://

tagkopouloslab.ucdavis.edu/software.html.
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