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Information & Communication 
Technologies (ICT)  for a Sustainable Future 

• Significant positive impact of ICT on sustainability 
– Already happening and the trend will accelerate 

• Multiple Applications impacting all fields of ICT 
– Cyber services instead of physical service                                        

E.g., NetFlix download instead of DVD by mail, on-line 
statements instead of paper ones, email instead of postal 
mail 

– Virtual meetings instead of physical meetings 
– Optimize supply chain of goods to make only what is needed; 

transport to only where there is demand  and just-in-time 
(water, food and associated physical storage) 

– Pervasive sensing of the environment to optimize energy use 
at home, work and public places (e.g., room occupancy 
sensors to turn on room services such as lights) 

• Scope for lots of inter-disciplinary work 
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But…. 

As we rely more and more on ICT to improve sustainability 
of the planet 

– it becomes imperative to optimize the ICT infrastructure 
itself to be sustainable 

– the transition from physical to cyber services will not take off 
unless the service is compelling and does the job 
• People are still traveling, printing on-line statements and leaving the 

light on 

• “doing the right thing” is sometimes hard  

• more awareness in some countries (e.g., BRIC)  

Otherwise, we are just shifting the problem, not solving it. 
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IDC: worldwide revenue from public IT cloud 
services exceeded $16 billion in 2009 and is 
forecast to reach $55.5 billion in 2014 

  compound annual growth rate of 27.4%.  

Cloud: The EaaS vision 
the next generation IT service delivery infrastructure 

• Everything-as-a-Service 
– Fueled by the need to reduce 

CapEx and OpEx 

– Public, Private, Hybrid clouds 

– Education, Healthcare, 
Finance, Entertainment 

• Huge cloud datacenters 
– 10s of 1000s of tenants and 

servers; 100s of 1000s of VMs 

– Highly virtualized 

– Need for high bisection BW 

• Energy efficiency is crucial 
– Co-locating datacenters with 

cheap energy 

 

 

 Gartner:  strong growth through 
2014, when worldwide cloud 
services revenue is projected to 
reach $148.8 billion. 

Forrester: the global cloud computing 
market will reach a healthy $241 
billion by 2020. 
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Conceptual  Architecture of a Sustainable Cloud 
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Sustainability Models 

Economic ~ f (servers, storage, networking, facility, support) 

• Pserver= Pidle + (Pbusy-Pidle) * (2u-ur) 

• Pswitch = Pchassis +ΣcardsPcards+Σrate(num_ports_rate*power_port_rate) 

• Pfacility= PIT *( PUE – 1)    PUE = 1 + 1/COPG + % Power Delivery Losses 

Ecological ~f (carbon emission, water use, resource consumption) 

• Carbon=Emissions per KWh for Grid electricity mix in the area * Power 

• Water=directfrom_cooling + indirectfrom_electricity generation 

• Total resources – from ecoinvent 2.0 DB 

Social ~ f(economic development, sociopolitical stability) 

• Economic=f(GDP) 

• Sociopolitical=subjective assessment 
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Arlitt, M.; Banerjee, S.; Bash, C.; Chen, Y.; Gmach, D.; Hoover, C.; Mahadevan, P.; Milojicic, D.; Pelletier, E.; Vishwanath, R.; Shah, A.; 
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Network Sustainability  

• Way behind! 

• Lots of good work on  energy efficiency of servers and cooling 

• Consumption of networks is growing 

• Very little work yet to design hardware and software 
architecture of devices and networks with sustainability goal 

• Many networks are highly over-provisioned, redundant and 
under-utilized 
– Edge Util < Aggr. Util < Core Util 

– Very few ports utilized at over 50% 

• No standard benchmarks across vendors 



Some green questions 
 The communication network is a very small contributor to the 
overall power consumption in cloud/datacenter infrastructures.   

 Should we bother with reducing network power? 
 How much power does your network consume? 

 What is the lifecycle energy consumption of a network device? 
 cradle-to-cradle, cradle-to-grave analysis 
 manufacturing, operation, recycling 
 does this differ from other IT devices? 

 What are the management/operational overheads of greening? 
 You switch off your server – do you turn off your network? 
 At home or at work or in datacenters? 
 Does your network device have an on/off power button? 

 Will consumers pay for sustainable networks? 
 Role of green networking standards and certifications? 
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The early days 

• Did not include residential equipment  [Roth, et. al. (2001)] 

• No energy star recommendations for network equipment 

• Proposed coordinated sleeping 

 

“Greening of the Internet”                        
Maruti Gupta and Suresh Singh, ACM SIGCOMM 2003 

Estimated 6 TWh energy consumption of all US network 
equipment in 2000  
 

Device Number Total 
power 

Hubs 93.5 million 1.6 TWh 

LAN switches 95,000 3.2 TWh 

WAN switches 50,000 0.15 TWh 

Routers 3,257 1.1 TWh 
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Some large numbers 
Data Network Equipment Energy Use and Savings Potential in Buildings, Lanzisera, et. al., 2010 

Power consumption today 

• 18 TWh in 2008 (US) growing at 6% per year 
• office building network switches (40%) and residential equipment (30%) 

• ~ 0.7% of total building electricity (2750 TWh) 

• 90% of energy increase between 2007-2012 is in: 
• cable devices (1.5 TWh), DSL devices (0.9 TWh) 

• fiber to the building devices (1.0 TWh), and  

• 10/100/1000 Ethernet switches(2.8 TWh) 

• 51 TWh in 2008 (World) 

• Assumptions 
• 5 year life times; 5% of purchased equipment unused 

• Router sales info missing for 2003-2004 

• Power over Ethernet considerations 
 

 

 

Cooling 

other 

compute 

network 

HPL datacenter 



The Problem in a nutshell 
network power consumption with Web2.0 workload 
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Energy Proportionality Index (EPI) 
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“A Power Benchmarking Framework for Network Devices”,  
P. Mahadevan, P. Sharma, S. Banerjee, and P. Ranganathan, Proc of IFIP Networking,May 2009. 

 

 

Workshop on ICT for Sustainability – WICS 2011 
12 



Power consumption summary 
 
Type EPI (in %) mWatts/Mbps 

10/100 Hub 8.59 10.7 

Edge LAN switch 24.2 4.1 

Edge LAN switch 23.7 3.7 

Edge LAN switch 25.1 2.1 

Core switch 15.4 13.7 

Edge router 19.8 8.75 

Wireless AP 37.3 153.7 

“A Power Benchmarking Framework for Network Devices”,  
P. Mahadevan, P. Sharma, S. Banerjee, and P. Ranganathan, Proc of IFIP Networking,May 2009. 
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Switch Power Model 

Chassis Power 

Linecard Power (A) 

Linecard Power (B) 

Active Port Power 
(10Mbps) 

Active Port Power 
(100Mbps) 

Active Port Power 
(1Gbps) 
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“A Power Benchmarking Framework for Network Devices”,  
P. Mahadevan, P. Sharma, S. Banerjee, and P. Ranganathan, Proc of IFIP Networking,May 2009 

Most switches do not report power today. 
So, Model-based power monitoring approach 
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Lifecycle Analysis of Network Switches 

First of a kind lifecycle study for network devices 

“Reducing Lifecycle Energy Use of Network Switches”                    

Priya Mahadevan, Amip Shah, and Cullen Bash                                      
IEEE Intl. Symposium on Sustainable Systems and Technology (ISSST),  

May 2010  

Lifecycle Energy of a switch 

–Operational (during use) 

– Embedded (during manufacturing) 

–  Infrastructure (facility load, e.g., cooling for network) 

Question:  what part of the lifecycle energy 

component should we focus on? 
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Energy in Manufacturing Switches 
     “Reducing Lifecycle Energy Use of Network Switches”                                                                                                             

Priya Mahadevan, Amip Shah, and Cullen Bash, Proc. ISSST, May 2010.  

 Approach 

– Disassemble existing switch (example chosen: 1U, 24-port 

switch) 

– Identify each component along functional dimension 

– Compare to published impact factors [ecoinvent 2.0] 

– Scale based on functional components 

 

Fig. 2. Typical 24-port 1U switch layout.
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Summary of lifecycle analysis 

Type Embedded 

Energy  

Operational 

 Energy* 

Infrastructural 

Energy* 

Edge Switch 2.8 GJ 

(11%) 

16.5 GJ 

(64%) 

6.6 GJ 

(26%) 

Aggregation 

Switch 

4.7 GJ 

(8%) 

38 GJ 

(66%) 

15 GJ 

(26%) 

Core Switch 7.9 GJ 

(4%) 

227 GJ 

(68%) 

90 GJ 

(27%) 

* In the present work, we assume a 3-year lifetime to allow for comparisons to other 

types of data center devices (such as servers). In practice, however, many types of 

network switches have operational lifetimes that may be 10 years or longer. 

Operational energy dominates! 

     “Reducing Lifecycle Energy Use of Network Switches”                                                                                                             

Priya Mahadevan, Amip Shah, and Cullen Bash, Proc. ISSST, May 2010.  

 



HP Labs Enterprise Network Study 

90 Production Switches, 6710 ports 

• Traffic Measurements for 6 day period 
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 “Energy Proportionality of an Enterprise Network,”  P. Mahadevan, S. Banerjee and P. Sharma 
 First ACM SIGCOMM Workshop on Green Networking, Aug 2010. 
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Power-aware network management   

• Disable unused ports (4%) 

• Port rate adaptation (4.5%) 

• Linecard consolidation (26%) 

• Switch consolidation (35%) 

 

Small savings per component, but 

very high volume of components 

• # of switches/chassis in network  

      (150-2000 W per switch) 

• Number of active linecards  

      (30-60W per card) 

• Number of active ports  

      (1-2 W per port) 

• Port rate adaptation  

      (0.2-0.8W per port) 
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Turn off unused switch components  (ports, linecards, switches) 

HPL Enterprise Study 
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Energy Management Strategies 

Example: Managing Port and Linecard Energy Use 

Powering Off Unused Components 

Power Draw = 97 W Power Draw = 211 W 

Today: five cables randomly 

plugged into different ports, all 

linecards and ports kept active 

Proposed: consolidate onto single 

line card, switch off unused ports and 

inactivate unused line cards 



On Network Energy Efficiency for Data Centers and Enterprise Networks, P. Mahadevan, S. Banerjee, P. 

Sharma, P. Ranganathan, A. Shah, IEEE Communications Magazine,  August 2011 (to appear) 

ElasticTree: Saving Energy in Data Center Networks, B. Heller, S.Seetharaman, P. Mahadevan, Y. 

Yiakoumis, P. Sharma, S. Banerjee and N. McKeown . Proceedings of the Usenix NSDI), April 2010.  
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Energy Efficiency Standards 
"The wonderful thing about standards is that there are so many of them to choose 
from."  -- Grace Hopper  
 

• CSCI 

• ATIS: Alliance for Telecommunications 
Industry Solutions 

• EPA (Energy Star) 

• GreenGrid 

• METI 

• IETF MAN working group 

 

• BBF 
• ITU-T 
• European Union: Broadband 

code-of-conduct, Datacenter 
code-of-conduct 

• Energy Consumption Rating (ECR) 
Initiative 

• IEEE: 802.3az (EEE) 
• ECMA standard 393 ProxZzzy for 

sleeping hosts  
• Miercom Green certification  

 



Summary of Challenges 

• Making Network Devices Power Proportional 
– New hardware advances: clock gating, power gating 
– PoE, Power supply efficiency 
– Sleep modes, fast power up/down 

• Making Network Systems Power Proportional 
– Even with non-proportional devices 
– New network architectures to provide fine grained control 

• Operational and Management Best Practices 
– Anecdote 1:  choosing a port to connect to 
– Anecdote 2:  storing an unused linecard 

• Large proportion of legacy devices 
– No greenfield 
– Lifetime of switches can be long with upgrades (~10 years) 

• Combine  network power management with location sensors, 
identity information from existing IT databases 
– Privacy concerns? 

• Standardization and Interoperability 
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