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ABSTRACT 
Biases in Artifcial Intelligence (AI) systems or their results are 
one important issue that demands AI explainability. Despite the 
prevalence of AI applications, the general public are not neces-
sarily equipped with the ability to understand how the black-box 
algorithms work and how to deal with biases. To inform designs 
for explainable AI (XAI), we conducted in-depth interviews with 
major stakeholders, both end-users (n = 24) and engineers (n = 
15), to investigate how they made sense of AI applications and the 
associated biases according to situations of high and low stakes. 
We discussed users’ perceptions and attributions about AI biases 
and their desired levels and types of explainability. We found that 
personal relevance and boundaries as well as the level of stake are 
two major dimensions for developing user trust especially during 
biased situations and informing XAI designs. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in collab-
orative and social computing; Empirical studies in HCI. 
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1 INTRODUCTION 
Artifcial intelligence (AI) techniques have seen great advancements 
over these years, rendering many smart applications no longer me-
dia hypes or science fctions but already commonplaces in people’s 
daily lives. From consumer technologies like texting autocorrection, 
spam email fltering, or chatbot services to applications in profes-
sional domains like healthcare, fnancial services, transportation, or 
employment decisions, users have received or appropriated AI as-
sistance to solve problems or make decisions (for a scoping review, 
see [1]). While it is important to continue revolutionizing AI model 
training and enhancing learning performance using computational 
techniques for overall accuracy, this study argues that we also need 
to better understand how users perceive AI-mediated applications 
and their results for a more explainable and transparent human-AI 
interaction, especially when AI presents biased results. Despite the 
prevalence of AI applications, the general public is not necessar-
ily equipped with the ability and literacy to understand how the 
black-box algorithms work that help them accomplish diferent 
tasks [32]. There may be no clear mapping between technology 
features and how AI mediates the systems (e.g., how Facebook al-
gorithmic content recommendation works has no correspondent 
features on Facebook for users to explore). Under such circum-
stance, if AI produces biased results, it can reduce users’ trust and 
inhibit adoption. 

Bias in AI can take place in the initial stage of data collection 
and get passed along in the training processes, such as model eval-
uation, model processing, and model deployment [29]. When AI 
models are deployed in diferent socio-cultural contexts, the com-
putational biases may also be transformed to social ones like bi-
ases towards a certain gender, occupation, age, race, or culture. 
For instance, Google Photos was once found to have labeled two 
African Americans as gorillas in their application1, which showed 
that biases in data collection or model training can yield signif-
cant consequences like discrimination, especially in areas that have 
long-standing racial issues. Revealing how the results are derived 
may help users understand and evaluate the biases. And this makes 
imposing a top-down transparency guideline for AI modeling less 
viable because it may not refect the unique sociocultural contexts 
and authentic use cases and it may not cover what users would like 

1https://www.forbes.com/sites/mzhang/2015/07/01/google-photos-tags-two-african-
americans-as-gorillas-through-facial-recognition-software/?sh=789d9178713d 
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to know about the model and how would they like to know it under 
diferent situations. 

Our study proposes that AI-mediated applications may be per-
ceived diferently depending on their stakes and infuences on users’ 
lives. It is important to diferentiate these dimensions to contex-
tualize explainability and transparency for AI. This is especially 
important when AI shows biased results that yield collateral socio-
cultural consequences. As more and more systems programmed 
with AI are widely adopted in diferent domains and contexts, such 
as facial recognition algorithms and hiring/fring decision-making 
algorithms, users’ lives are infuenced whether knowingly or un-
knowingly [31]. It can be alarming if users do not know how the 
suggestions or decisions are derived yet still follow them, leading 
users to potentially follow the biased AI suggestions and make 
erroneous decisions. To fll this gap, our study intends to investi-
gate how users perceive AI biases depending on the level of stake 
through a social and interactive lens. 

Essentially, our research is in line with the call for more trans-
parent AI, or the domain of explainable AI (XAI). Explainable AI 
promotes sets of tools, techniques, and algorithms to enhance users 
to develop an understanding, trust, or efective management of AI 
systems [15], aiming at the goals of achieving fairness, account-
ability, and transparency of AI models and applications [39]. The 
current XAI research space is largely supported by algorithmic 
accountability and interpretable modeling [2, 9, 25]. More and more 
researchers started to argue that making opaque computing algo-
rithms transparent to users can enhance trust and has started to 
gain importance in various domains, such as analogical reasoning 
in medical diagnosis [20, 43], judicial reasoning for criminal, admin-
istrative, or civil cases [4, 8], or hiring decision-making in human 
resource [42]. 

Drawing on the human-centered XAI, we argue that trans-
parency and explainability are not just traits of AI models but 
should be system afordances that invite users’ interaction with 
the models/systems. To involve users in the picture, it is important 
to understand how users consider opacity in biased AI results and 
demand for transparency. From a social and interactive angle, our 
study attempts to complement previous computational XAI studies 
by involving users’ perceptions in making sense of sociotechnical 
AI biases in scenarios of diferent stake levels. By sociotechnical 
AI biases, we are referring to the biases inherent or created by the 
data and/or algorithms but have an actual impact on human users 
and society. 

With a bottom-up and user-centered approach, we conducted an 
interview study with general end-users (n = 24) and engineers (n = 
15). The end-users were people who had experience in using various 
information and communication technologies (ICTs) but were not 
involved in AI development and deployment industries, whereas 
the engineers were those who worked in those industries and had 
frst-hand and meaningful experience of interacting with AI. We 
found that the levels of stake and personal boundaries contextualize 
users’ demands for AI explainability. The paper intends to make 
the following contributions: 

• Understanding how users make sense of AI biases and how 
they expect the level of explainability to be; 

• Exploring an additional and under-discussed dimension in 
XAI: AI biases in high-stake situations like medical diagnosis 
and low-stake situations like Google translation results; 

• Aligning the types of biases and corresponding explanations 
with users’ concerns; 

• Ofering insights into XAI design. 

2 RELATED WORK 

2.1 Explainable AI: An HCI Perspective 
AI models, be they based on decision-trees, rule-based algorithms, 
or machine/deep learning (ML/DL), are difcult for average users 
to interpret. Those that are run on ML/DL are even more puzzling 
because the data structure is nested and nonlinear. The results or 
decisions yielded by AI models are not directly interpretable and 
understandable by users due to the opaqueness of the algorithms 
and a confounded notion of correlation for causation by users 
regarding the AI results [27]. While some researchers point out 
that algorithms themselves are neutral and free of biases and we 
only have to evaluate the results based on model performance and 
accuracy [36], others argue that ethics and fairness are entitled to 
users for they rely on the models to make decisions, especially in 
critical situations like granting parole or mortgage loan decisions 
[28]. 

To answer the call for more transparent and responsible use 
of AI, XAI researchers propose that AI algorithms should come 
with expressive and interpretable explanations to improve users’ 
understanding and confdence in decision-making so that they can 
use the AI-generated outcomes to make justifable decisions [3]. 
An auditable and provable process ensures transparency, trust, and 
fairness in AI models [15, 39]. In addition, XAI models may enhance 
users’ control with greater model visibility over potential unknown 
faws so that users can know where to debug or how to improve 
the models [3, 37]. Ultimately, it is suggested that new discoveries 
and insights may be derived from the explainable model results [3]. 

XAI researchers have tried to address opaqueness and enhance 
explainability in AI models with diferent methods [2]. Computa-
tional and mathematical approaches propose revealing interpretable 
learning processes with clearer derivation sequences of model deci-
sion [10, 34, 37]. Additionally, XAI research highlights how data or 
models are handled at which stage to ensure fairness from sources 
to prevent downstream biases [40]. However, despite the endeavors, 
practitioners such as engineers still found it difcult to operational-
ize the guidelines along the lifecycle of AI model development and 
deployment and sometimes the multi-dimensional and complex 
concepts (e.g., fairness, accountability, transparency, and privacy) 
are operationalized in uni-dimensional and simple ways in the 
models, such as using a checklist with a binary form of yes/no to 
indicate whether gender ratio is equally represented in the data 
for "gender equality" [30]. More importantly, general users may 
still feel at dark about algorithmic explanations based on technical 
approaches. 

On the other hand, the principles revolving around XAI, such as 
fairness, accountability, transparency, and privacy, are all ethical 
concerns over AI use. “Ethics” is a fundamentally sociocultural 
concept, even when it relates to technical systems. In other words, 
XAI scholarship is essentially sociocultural and sociotechnical. In 
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light of users’ needs, scholars start to call for integrating social di-
mensions and end-users’ perspectives in the XAI research program 
[21, 24, 28]. Providing “layman” explanations about parameters and 
classifers in an AI model is suggested [9, 25] to free from errors 
associated with “technosolutionism” [38]. 

Researchers have identifed various stakeholder groups of XAI, 
including 1) AI developers who design and develop AI systems, 2) 
AI regulators who certify AI systems, 3) AI managers who over-
see the deployment of AI in organizations, 4) AI users who use 
AI systems, and 5) people infuenced by AI-based decisions [26]. 
Although more and more studies gradually started to investigate 
users’ role in XAI, the "users" in the research are still relatively 
“technology-savvy,” such as user experience researchers or design-
ers [21], product/program managers, data scientists, researchers, or 
consultants [5, 23]. These users are either AI developers, AI man-
agers, or AI regulators. Their understanding about how AI may 
function can be richer than the general AI users or people afected 
by AI-based decisions, who are relatively less studied in the liter-
ature. Lay people could be infuenced by AI-based systems more 
than other experienced stakeholders because they may have less 
knowledge about AI systems and less awareness of the potential 
risks [47]. For example, a medical AI system with an overall 95% 
accuracy rate may achieve 99% accuracy on Asians but only 70% on 
Africans due to a lack of African data. An African AI developer may 
question the model’s applicability in Africa, whereas an African AI 
novice may lack an awareness of this bias. While these previous 
studies have already shown that it can be difcult for engineers 
who deal with diferent processes of model training to trace back 
to the previous stage and debug the hidden layers of the learning 
algorithms [27], average end-users can fnd it hard to wrap their 
head around how AI works, especially when AI models present 
biased results. 

To provide explanations suitable and useful for end-users, it 
is important to learn how opaqueness and transparency is con-
strued based on users’ expertise, preferences, and other contextual 
variables [3]. Users’ understanding and trust of the system partly 
depends on the way they interact with the technology. As the ul-
timate goal of a system being user adoption, the solution to XAI 
should not be just “more AI” [28] but needs to incorporate an HCI 
angle to understand and empower users and their interactions with 
the systems. An integration of HCI and XAI can help develop trans-
parent AI systems [2, 3, 21, 24, 28]. Many researchers have started 
to see the importance of this research trend but also pointed out 
that it has not yet well implemented and studied [28, 37]. 

Researchers propose that we have to understand users’ mental 
models, or how users interact with and make sense of AI systems 
[12]. Gero et al. [13] found that users tended to overestimate AI’s 
performance and demanded explanations when they got abnormal 
results. Users may hold prior biases and social expectations towards 
AI [28]. De Graaf and Malle [7] point out that people tend to assign 
human-like traits to intelligent agents and may expect explanations 
about AI to have the same traits. Wang et al. [44] leveraged HCI 
theories about human reasoning and attribution tendency to inform 
XAI and found that when users receive unexpected results from AI, 
they want AI to help them verify alternative hypotheses regarding 
what actually goes wrong. Additionally, users want to have data-
driven reasoning to eliminate confrmation bias and they demand 

a coherent set of AI features, an access to source or supplementary 
data for trust, an understanding of how Bayesian modeling works, 
and alternative explanations suggested by the system. Studying 
multiple stakeholders, Brennen [5] pointed out several motivations 
for users to demand explainability, including debugging models, 
detecting bias, and building trust. 

Since end-users are the major stakeholders who eventually adopt 
AI systems or experience the results of such systems, including 
end-users refects a human-centered and contextualized direction 
in XAI. With the advances of AI technologies and scholarship in 
XAI, we propose to extend the previous literature that investigated 
everyday use of AI [28, 37] but further contextualize situations 
when AI makes biased suggestions and examine users’ perceptions 
and reactions to such circumstances as biases in AI have emerged 
to be a salient issue that may cause sociotechnical consequences. 

2.2 Uncovering Biases for Explainability and 
Transparency 

One issue that results from algorithm opaqueness and raises the 
need for explainability is the biases that come with AI modeling and 
results. Biases can happen in diferent stages of AI development, 
from data collection to system deployment [29, 48]. For example, 
when the raw data sets used to train the models are biased in 
terms of data structure (e.g., more male data and less female data), 
such technical biases can be transformed to sociocultural ones (e.g., 
gender bias) and the level of consequences of such bias may vary 
depending on the stakes of the application scenarios (e.g., judicial 
systems vs. Google search results). 

Take Amazon’s recruiting system for example2; according to 
Reuter’s report, the system integrated previous applications and 
hiring biases so that the model results favored male applicants over 
female ones over the years. Another case is a risk management 
system that reinforces patterns of racism and classism in criminal 
justice [4]. The biases in the above-mentioned scenarios originated 
in data sets, got amplifed through modeling, and resulted in serious 
consequences in applications that jeopardize users’ rights and lives 
[5]. While it is crucial to address technical biases in model develop-
ment to prevent from further reinforcing them into social ones, it 
is also important to start from the bottom-up to know how users 
make sense of bias in AI results to inform explainability design. 

In order to address the issue of explainability, many public and 
private organizations propose guidelines or tenets to ensure fairness 
in AI models, such as European Union3, Microsoft4, or Google5. 
The common denominators of these guidelines include fairness, 
accountability, transparency, and user privacy for AI [17]. The 
guidelines do not instruct how model development and deployment 
processes should accommodate and adjust in a more dynamic way, 
which increases the difculty in applying them in various contexts 
[23]. More importantly, with little justifcation, it is unclear how 
some of the guidelines are derived and feasibly useful to actual 
users [44]. 

2https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-
idUSKCN1MK08G 
3https://ec.europa.eu/futurium/en/ai-alliance-consultation 
4https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai-
interaction/
5https://ai.google/responsibilities/responsible-ai-practices/ 

https://4https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai
https://2https://www.reuters.com/article/us-amazon-com-jobs-automation-insight
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Since AI-enabled applications can be found in everyday life and 
many of them may present diferent types of bias, this study takes 
interest in what users’ perspectives are when they learn about 
and encounter AI biases and how their notion of explainability is 
developed around AI biases. To extend the line of work in XAI 
and human-AI interaction, a more nuanced focus on studying how 
users make sense of AI and AI biases can help uncover users’ trust 
mechanisms and inform transparent and explainable AI interface 
designs. 

We propose to investigate what constitutes explainability accord-
ing to two important stakeholder groups: end-users and engineers 
(broadly referring to those who deal with data or modeling in the 
AI pipeline). We hope this approach can address the challenges 
identifed in the previous works, such as a difculty to operational-
ize complex concepts like fairness, transparency, and explainability 
in AI modeling for engineers or high thresholds that prevent end-
users from understanding AI. We posit that a more contextualized, 
user-centered approach that refects stakeholders’ needs facing AI 
biases may help inform designs of XAI user interface. 

In addition to the various considerations and dimensions of 
the existing XAI methods, such as algorithmic adequacy, users’ 
usability concerns, or prevention from user vulnerability [14], we 
also propose another dimension to contextualize bias and associated 
explainability in AI models: the level of stake for the application 
scenarios. Adadi and Berrada [3] argue that in some low-stake 
contexts, such as an AI system for targeted advertising placements, 
users may not need high and detailed model interpretability. In 
contrast, in situations like public transportation, medical conditions, 
or criminal justice where the stakes are high, higher and more 
detailed interpretability is demanded. In other words, the required 
level of explainability should be adjusted based on the stakes and 
consequences of the situations. This again refects the insufciency 
and infexibility of cookie-cutter benchmarks and leads to another 
reason why a bottom-up approach is needed to understand how 
users judge and interpret diferent use contexts for AI explainability. 
We propose our research questions: 

RQ1: How do stakeholders, both end-users and engineers, make 
sense of AI and some potential associated sociotechnical biases? How 
do end-users seek and engineers provide explanations of AI models 
especially when biases are present? 

RQ2: How do stakeholders, both engineers and end-users, perceive 
biases and associated level of explainability in contexts of high or low 
stakes? 

3 METHOD 

3.1 Procedure and Participants 
The frst three authors conducted one-on-one, in-depth interviews 
with both general end-users (n = 24) and AI product developers (n 
= 15). 

For general end-users, we recruited our interviewees from both 
social media platforms like Facebook and a local Bulletin Board Sys-
tem (BBS), where research opportunities are listed. The recruiting 
criteria included: 1) having experience using technologies that they 
thought used AI techniques; 2) not being part of the AI modeling 
or implementing processes; and 3) aged 18 and above. We tried to 
gather a relatively diverse sample in terms of gender (12 females, 

12 males), education level (11 graduate, 13 undergraduate), age 
(from 24 - 55; M = 34.75; SD = 6.95), income level (M = USD$24,506; 
median = USD$17,591, SD = USD$15,263), and occupations, includ-
ing freelancers, marketing, sales, health professionals, designers, 
editors, consultants, scientists, customer service representatives, 
educators, secretaries, administrators, fnance, law, etc. We also 
asked participants’ perceived understanding of AI on a Likert scale 
of 1-5 (1 being knowing very little and 5 being knowing very well; 
M = 2.81; SD = .76). 

For engineers, we posted our recruiting messages in AI-related 
Facebook groups and snowball-sampled via personal connections. 
We recruited participants that covered various industries spanning 
medical care, fnance, manufacturing, or consumer electronic prod-
ucts. Our participants took care of diferent stages and tasks of AI 
product development ranging from need-fnding to deployment. 
They were in diferent pay grades ranging from interns to CEO of 
startups or large corporate. We conducted one-on-one, in-person 
interviews with our engineer interviewees except for 3 online in-
terviews with participants who work in the U.S.(E06, E08, E13) (see 
Table 1.) For those participants, the interviews were conducted over 
video conferencing tools of the interviewee’s choice. 

For both end-users and engineers, the interviews ranged between 
40 to 90 minutes in length. All interviewers were done in Mandarin. 
We frst explained the purpose of our research, explicitly told the 
participants that they could skip the questions if they did not want 
to answer, and had participants sign a consent form before starting 
the interview. After the interview, each end-user participant was 
compensated NTD $300 (roughly USD $10) for their participation. 
Considering the average salary of the engineers, we compensated 
our engineer participants NTD $500 (roughly USD $18) for their 
time. Our study was approved by the X University IRB (Number to 
be added). 

3.2 Interview Protocol 
There are two parts of interview questions for both end-user and 
engineer participants. The frst part pertains to their general expe-
riences and attitudes towards using and/or developing AI-mediated 
services or systems they identifed. For end-user participants, we 
asked questions about their understanding of AI and interactions 
with diferent AI products. The protocol also contains questions 
regarding why our participants think the applications/technologies 
implement AI techniques and how these techniques may work, such 
as using their behavioral logs for recommendations or predictions 
on the sites. We also probed if our participants had ever come across 
any odd AI-mediated outcomes and how they accounted for them. 
We did not limit the types of AI applications in the protocol because 
our end-user participants might not necessarily interact with a spe-
cifc kind of AI. In addition, we probed their general understanding 
of AI applications and the perceived potential biases embedded 
in the model development and deployment. For engineers, in ad-
dition to the questions that we asked our end-user participants, 
we focused on their individual and collaborative experiences of 
developing AI products at diferent stages and their perceptions 
about AI biases. 

The second part of the interview used a scenario-based protocol 
that covered six biased AI applications we drew from the news, 
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Gender Age 
Years of AI 
experience 

AI dev. 
tasks Job title Domain Education 

E01 Male 35-44 12 1234 CEO AI platform PhD 
E02 Male 25-34 1 1234 Software Engineer Security, advertisement Master 

E03 Male 20-24 3 123 
ML engineer, 
Academic researcher Food Undergraduate 

E04 Male 35-44 2 123 Software Engineer Finance Undergraduate 
E05 Male 25-34 1 1234 Software Engineer Manufacturing Master 
E06 Male 35-44 2 123 Data Scientist Finance Master 
E07 Male 35-44 16 1234 Technical Associate Security, IoT, consumer electronics Incomplete PhD 
E08 Male 20-24 0 1234 CV intern Manufacturing Master 
E09 Male 25-34 3 1234 Sr. Engineer Medical care, consumer electronics Master 
E10 Male 35-44 4 1234 Data Scientist Manufacturing, fnance Master 
E11 Male 35-44 5 1234 AI team Lead Robot Master 

E12 Male 35-44 12 1234 Engineering Manager Medical care, manufacturing, consumer 
electronics, research 

PhD 

E13 Female 25-34 3 23 
AI/ML Research 
Scientist Medical care PhD 

E14 Male 25-34 4 1234 R&D Lead Medical care Master 
E15 Male 25-34 3 123 Product manager Medical care, advertisement Master 

Table 1: The demographic and background information about engineer participants. 
*AI development tasks include (1) need fnding and problem defnition, (2) data collecting and processing, (3) AI model building 

and evaluation, (4) AI model deployment 

including high-stake ones like credit limit decision (credit card al-
gorithm sparks gender bias against female applicants6), criminal 
face detection (computer vision algorithm contains racial discrimi-
nation7), and employee hiring (recruiting-engine algorithm shows 
bias against women8) as well as low-stake ones like photo searching 
(search engine results of CEO always show male fgures9), text au-
tocomplete (smart texting services give gender-based autocomplete 
suggestions10), and machine translation across languages (smart 
translation services miss gender and cultural sensitivity when trans-
lating contents across languages11). The major distinction between 
high- and low-stake scenarios is whether the AI results were used 
to make inferential decisions that had critical infuences such as 
people’s fnance, job rights, or civil rights. All low-stake scenarios 
displayed biased results but no inferential decisions were made 
based on the results. These biased scenarios were chosen for the fol-
lowing reasons: 1) they were popular applications/materials drawn 
from the press so that our participants were more likely to hear 
about and resonate with them; 2) they concern diferent types of 
sociotechnical biases like gender or race biases. 

We frst asked if our participants had experienced any odd and 
biased results they got from any AI services and then used the 

6https://www.washingtonpost.com/business/2019/11/11/apple-card-algorithm-
sparks-gender-bias-allegations-against-goldman-sachs/
7https://sitn.hms.harvard.edu/fash/2020/racial-discrimination-in-face-recognition-
technology/
8https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-
idUSKCN1MK08G 
9https://www.washingtonpost.com/business/2019/01/03/searching-images-ceos-or-
managers-results-almost-always-show-men/
10https://www.reuters.com/article/us-alphabet-google-ai-gender-idUSKCN1NW0EF 
11https://analyticsindiamag.com/google-translate-has-gender-bias-and-it-needs-
fxing/ 

scenario-based prompts to guide them to talk about the sociotech-
nical biases that we focused on in the study. For each participant, 
we might choose diferent scenarios depending on which scenarios 
our participants had experiences in or felt they could elaborate on, 
but we always included both high- and low-stake applications in 
the interview. The reason why we provided a list of scenarios for 
both high- and low-stake was because when a participant could not 
relate to a specifc scenario of either high- or low-stake, we used 
another scenario of the same stake level to carry on the interview. 
Note that the scenarios were used to elicit participants’ opinions 
or experiences instead of counterbalanced experiment conditions. 
We asked the end-user participants how they perceived the biases 
and associated stakes in the scenarios, how they would respond 
to these situations, and how they thought about the AI systems 
that yielded biased results. For the engineer participants, we also 
asked the same set of questions and additionally probed what they 
thought went wrong in the AI development process and how they 
would implement these applications and deal with the biases had 
they been the developer. 

3.3 Data Analysis 
We audio-recorded the interviews and later transcribed them. The 
frst three authors frst individually and then collaboratively coded 
the transcripts using Atlas.ti Cloud Service, which allows us to 
co-edit the notes, codes, and themes. 

We started with coding the data of the end-user participants. 
During the frst round of open coding, the frst three authors coded 
individually and met regularly to ensure we had coherent interpre-
tations of the codes and discussed emerging codes and themes. We 
exchanged perspectives about the codes for a more comprehensive 

https://Atlas.ti
https://11https://analyticsindiamag.com/google-translate-has-gender-bias-and-it-needs
https://10https://www.reuters.com/article/us-alphabet-google-ai-gender-idUSKCN1NW0EF
https://9https://www.washingtonpost.com/business/2019/01/03/searching-images-ceos-or
https://8https://www.reuters.com/article/us-amazon-com-jobs-automation-insight
https://7https://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-recognition
https://6https://www.washingtonpost.com/business/2019/11/11/apple-card-algorithm
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understanding of the data. In the following rounds of deeper coding, 
we iteratively refned the codes from the frst round and grouped 
them into categories. To this end, we swapped coded transcripts 
and reviewed the quotes of each code identifed by others to ensure 
that we agreed with one another’s codes. Then we reviewed the 
data again at the code level to ensure every quote under each code 
indeed refects what the code denotes. During this stage, we also 
refned the codes and categorized codes under salient themes. 

Then, we coded the engineer participants’ transcripts following 
the same procedure. We tried to identify common themes we found 
in both participant groups. For example, some of the code names 
were identifed frst in the engineer data and may be carried over 
to the end-user data if the concepts were transferrable. Then, the 
sets of end-user and engineer data were connected using common 
themes. After all themes from both participant groups were stabi-
lized, the frst two authors conducted axial coding to connect and 
structure the meaningful themes, which we report in the following 
section. 

4 RESULTS 
In this section, we report the salient themes that emerged from the 
axial coding that help answer our research questions. We use "U" 
to denote the end-users and "E" the engineers for the quotes. 

4.1 Making Sense of Biases in AI 
Our frst research question pertains to the sense-making process. 
Specifcally, we are interested in how end-users as well as engineers 
make sense of AI in terms of its limitations, especially under the 
circumstances of biases. The results can be categorized into two 
main themes: 1) Bias being part of reality, and 2) Attribution of AI 
bias sources. 

4.1.1 Bias being part of reality. When asked about bias, many in-
terviewees commented that biases are part of reality and refect the 
social and cultural norms where the data are collected or through 
which the AI is applied to some extent. For instance, U02 com-
mented on the biased results of Google image search, where the 
proportion of gender in specifc occupations (e.g., bartender, CEO, 
and nurse) is diferent from the actual statistics. Despite the results 
being gender-stereotypical, our participants did not necessarily 
consider such incidents surprising or misleading. 

"I am not surprised by this result. The image search 
just truthfully refects the gender stereotypes people 
have. I don’t think there is anything it [Google] can 
do to change the underlying bias in our minds; it’s 
just a refection after all. If our mind changes, it will 
change consequently. " (U09, F) 

In light of such biases, our participants pointed out that the AI-
mediated results should be interpreted based on the contexts. For 
instance, one engineer mentioned that if the data were obtained 
from Middle Eastern countries, such as Saudi Arabia, the masculine 
culture may be captured in the data and refected in the results. 

"I think the data source is critical. For instance, if we 
collect textual data from newspapers, magazines, or 
websites in Arabic countries, it will naturally lean to-
ward more patriarchal ideas and biases. My guess is 

that cultural diferences will afect the Google trans-
lation results." (E05, M) 

Users’ sense-making about the biased results may also refect 
their sociocultural heuristics. Therefore, it is possible that people 
may unknowingly have biased expectations to begin with, and 
are thus less aware of the bias in AI. For instance, an end-user 
commented on an example of a gender stereotype where females 
tended to do more impulsive consumption, which was why an 
AI system granted a woman a lower credit line than her male 
counterpart: 

"My explanation for why the woman had a high credit 
score but was granted a low credit line is that the 
data of the fnancial history of females show more 
impulsive and unnecessary expenses than males. This 
is a rather universal phenomenon; females have more 
impulsive purchases than males." (U12, M) 

While not every user was aware of their own biases and AI’s 
biases, the benefted social group may turn oblivious to the bias 
and maintain their usage. 

"I benefted from such a system [that is biased to-
wards males] so I will keep using it for the vested 
interest...even though I know I shouldn’t." (E15, M) 

To the same issue of gender stereotypes, an engineer pointed out 
that it is futile to blame AI-mediated systems. According to him, all 
users and the sociocultural context need an overhaul. 

"My inclination is to start from scratch...I mean edu-
cation. We need to teach people to stop saying biased 
words before building a fair system. Blaming the sys-
tem is a red herring that distracts us from the real 
issue. The system really just takes in whatever we 
feed them...we users are the accomplices" (E15, M) 

Interestingly, our participants pointed out that the biased results 
by AI actually help them refect the hidden biased structures our 
society may have been failing to externalize and embody. 

"I think the biased image search results actually refect 
biases on a deeper level that we need to fx. Maybe 
it’s the news media that really fosters the bias as they 
focus more on reporting male CEOs. So it’s not really 
AI’s fault." (U19, M) 

The fact that many people consider AI’s biases being part of 
reality and a mirror of a society’s social and cultural norms drives 
our participants to argue that biases should be changed from a social 
perspective, rather than a technical perspective. And according to 
our participants, the fact that bias is sociotechnical, it evolves with 
time as well. 

Everyone has to know such and such stereotypes ex-
ist to tweak their data collection process and model 
building. In addition, I don’t think a bias-free AI model 
exists forever; it has to evolve with society. For in-
stance, I can change all the "he"s in my textual data 
to "he/she" to include females, but what about gender 
neutrals? The system has to keep up with the society." 
(E13, F) 
"We are seeing all these biased image search results 
because, although gender equality has been improved 
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around the past 10 years, what we are seeing today 
goes beyond what has been accumulated in the last 
decade. The idea of gender equality was still not a 
thing back then. In the next 20 years, we might see 
something very diferent because the database is con-
stantly being updated. I can’t just reduce the database 
to ft what’s mainstream today, because it might limit 
what I get." (U03, F) 

In short, our participants had noticed that AI may generate biased 
results and they reckoned that such biases refect the social reality 
to a large extent. Note that if the participants’ own perceptions 
were aligned with AI’s biases, we observed a tendency that they 
were less likely to spot the biased issue. Generally, revealing bias 
was considered a good thing in that it triggers public awareness 
and change, but they did not think it is an issue that could be solved 
by AI or the engineers alone. Addressing a certain bias requires 
more fundamental social change and the AI system should evolve 
with time. 

4.1.2 Atribution of AI bias sources. When spotting biases in AI-
enabled results, our participants also attributed AI biases to diferent 
sources, which can be roughly categorized into the following types. 

External sources: It’s all "AI"’s faults. Compared with en-
gineers who may understand better how AI biases emerged, our 
end-user participants attributed AI biases to an erroneous algo-
rithm, but they could not delineate how the algorithms have gone 
wrong. 

"I think it has something to do with the facial fea-
tures and how the algorithms take them in? Maybe 
a Caucasian’s facial feature is more prominent on a 
computer screen? I don’t know, but I feel it may be a 
technical problem." (U06, F) 

Some end-users also associated the algorithm bias with the de-
velopers and the engineers. Engineers, although agreeing that algo-
rithms could be a source of bias, provided more detailed accounts of 
how algorithms could have gone wrong. For instance, one engineer 
listed how framing efect bias could lead to a problematic algorithm. 

"I think the autocorrection is biased because the de-
signers are biased. They have stereotypes for certain 
groups. I won’t like it, but I will probably adjust my-
self to using it because it is hard for the big companies 
to change." (U15, F) 
"People who work in the pipeline possess diferent 
domain knowledge and may have diferent ways of 
thinking, therefore they are limited in framing the 
question for modeling. For instance, a programmer 
could be good at programming but not doing business. 
The model developed by this programmer could have 
gone wrong from the beginning." (E14, M) 

In addition to the algorithms and the engineers behind the algo-
rithms, the biased results were perceived to be associated with the 
company that developed the AI models and the algorithms. Some 
of the end-user participants considered that the companies had 
purposefully induced bias for their own benefts. 

"The AI HR system that is biased toward males does 
not really surprise me. When the whole country or 
culture is inclined to favor certain groups, the com-
pany will naturally give them more weight in data 
collection or in algorithm design, making them easier 
to stand out for qualifcation." (U24, M) 

Internal sources: To err is human? There were also some 
interviewees who did not realize the existence of biased AI results 
and instead put the responsibility on themselves. They thought they 
had to improve their own usage to ft the AI applications. Perhaps 
not surprisingly, almost no engineer participants held negative 
internal attribution when they experienced biased AI results. 

"I do get some irrelevant or unexpected results when 
I search for images, or just general searching. But 
then I think it’s my fault that I did not use the cor-
rect keywords. The search engine nowadays is pretty 
advanced." (U01, M) 

Facing biased results, some end-users even blamed themselves for 
not having enough critical thinking and logical reasoning abilities 
when using AI. 

"Users don’t want to know how the results were de-
rived. We just use it. If the results are biased and the 
users are not aware of them...it’s we who should take 
responsibility. We need to improve ourselves. As users, 
we also need to work on our own judgment and log-
ical reasoning because AI is just not that advanced 
yet." (U21, M) 

Our data showed that users attributed external and internal 
sources when they spotted AI biases. For the internal sources, end-
users most likely blamed themselves for not having advanced liter-
acy to know how AI works. When biases emerged, it was most likely 
that they did not use the technology right. In other words, biases 
may thrive if users take themselves to blame. On the other hand, 
the external attribution of bias related to AI involves the follow-
ing sources: 1) perceived erroneous algorithms, 2) engineers’ lack 
of domain knowledge, and 3) companies that launch AI-enabled 
services. We would like to note that there are palpable diferences 
regarding the extent to which end-users and engineers elaborated 
how they derived the attributions, most likely due to their diferent 
familiarity with and literacy about AI. Those diferences further 
create challenges for an explainable AI, which we discuss in the 
next section. 

4.2 In Search of Explainability 
Our second research question addresses the challenges emerging 
during sense-making, and the data suggest that there are misaligned 
perceptions between end-users and engineers regarding AI biases. 
We elaborate on how explainability is construed with three themes: 
1) users’ desired information disclosure about AI and potential 
information overload, 2) users’ verifcation process, and 3) ways of 
communicating explainability. 

4.2.1 Information disclosure vs. overload. While it may be good to 
have a clear understanding of how AI works for XAI designs, it 
could be tough to strike a balance between being open and clear 
about what a XAI application does and information overloading on 
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the users’ part. This is particularly true when the user lacks a basic 
understanding of AI and its relevant processes. 

"Sure you can provide information about where the 
data come from and its demographic information and 
everything, but it could potentially cause information 
overload. If you do this over and over again, people 
would just ignore it, in which case the information 
you provide becomes useless." (U08, F) 

The overloading issue may come at a social cost for end-users. 
The line between what to disclose and what not can be tricky. 

"I don’t think I would want the bank to tell me why 
they rejected my credit card application by saying 
something like ’sorry, your application is rejected 
because you changed your job recently.’ It feels like I 
am looked down upon and they are making an efort 
to make sure that I know." (U15, F) 

While it is ideal that the AI models and the AI applications are 
made transparent to the users, our results suggest that users may 
feel overwhelmed by such glaring transparency. Over time, they 
may even ignore such disclosure. Sometimes, such disclosure may 
not be desired if the AI algorithms use socioeconomic or demo-
graphic variables as parameters but ignore the actual users’ percep-
tions. When dealing with biases and enhancing AI explainability, 
researchers and practitioners need to consider the fne line both 
cognitively and socially. 

4.2.2 Users’ verification process. While there may be limited ex-
plainability features in most AI-enabled services or applications, 
the end-user participants used several strategies to infer and ver-
ify how AI may work, including using their prior experience as a 
benchmark or relying on third-party organizations. 

Our end-user participants pointed out that they evaluated AI 
model performance based on their prior interactions with the same 
AI. When inconsistency came up, they could not but have to resort 
back to their own judgements. 

"I will use my past experience to make a judgment 
about the AI application. If what the AI provides 
matches my past experience, and it solves the cur-
rent issue, then I will deem the AI correct and of good 
performance. But if one of them is inconsistent, I will 
rely on my own experience and judgment." (U10, M) 

If the user has no relevant experience, they may feel dubious 
about using the AI application because the use scenarios go beyond 
their prior understanding. It happens in some innovative or ground-
breaking scenarios. 

"I am still suspicious of the AI jury thing, because it 
goes beyond what I have experienced. And it’s natural 
that you feel suspicious about something you have 
never encountered in real life." (U19, M) 

In addition to using personal experience and the outcome as 
verifcation measures to evaluate an AI application or to make 
sense of biases, our interviewees who do not possess the required 
knowledge to understand AI mechanisms and develop proper ex-
pectations towards AI relied on external sources, such as other 
trustworthy parties. 

"There may be problems that AI or the ones creat-
ing and maintaining the AI haven’t discovered, so 
there has to be someone from the third parties [e.g., 
professionals], someone external to audit and expose 
the problem. In the case of gender inequality, maybe 
someone who is an expert in this feld to actively in-
vestigate potential problems that the AI experts are 
not able to discover on their own." (U19, M) 

In addition to third-parties, users mentioned that crowd-sourced 
reviews from peer users may also be of help. 

"Apart from reviews or evaluations from experts, I 
think reviews from other users who have used the 
system may also work." (U14, M) 

One user commented that it may be possible to leverage the 
power and knowledge of professional communities to do the audit 
and make the algorithm transparent. 

"Sometimes neither the user nor the engineer could 
tell the issue, so it could be helpful if the algorithm is 
made public for those who understand to examine it." 
(U08, F) 

To summarize, our users either rely on their own experience of 
interacting with AI for verifcation or other professional organi-
zations and peer groups. Relying on one’s own experience comes 
with the limitations that the users may not be able to deal with 
biased or unexpected situations should the AI exceeds the routine 
or they may feel difcult to make sense of novel applications with 
which they have no experience before. Alternatively, reliable third 
parties or peer groups may provide assistance. 

4.2.3 Ways of communicating explainability. In order to foster 
system transparency and users’ understanding of it, our intervie-
wees also discussed diferent ways of communicating explainability, 
which we categorized into the following strategies. 

Providing approachable narratives. One way developers of 
AI applications employ to communicate the models/products to 
their clients who do not possess domain knowledge is to cater their 
narratives to suit the audience’s understanding. 

"Some of my clients are not AI experts and cannot 
understand all those technical jargons, in which case 
our product managers have to come up with a story 
for them to make sense of our products. The stories are 
the only way to facilitate the clients to make a decision. 
So before they come up with the story, the product 
managers and consultants as well as the engineers 
need to put our heads together to make the story clear 
enough for the clients, but also make technical sense. 
" (E15, M) 

Making the intangible tangible. Another way our participants 
mentioned may be of help to solve the black-box issue is to make AI 
model and its functions concrete. One participant made an analogy 
of the ways they interacted with people with the ways they em-
ployed AI based on interaction history or cues they collected along 
the interaction process. When non-verbal cues are used to develop 
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an understanding and trust towards other interactants, our partic-
ipants mentioned that details about AI are currently unavailable 
but may be used to solve the intangible issues with AI. 

"I can make judgments on one’s credibility based on 
body language and facial expressions, but this does 
not work with machines I think. I feel I can’t trust 
it because of intangibility. I would rather the system 
tell me how they get the results based on such and 
such information they acquired from me, even if they 
used my private data. It’s at least a win-win situation." 
(U09, F) 

One solution to a tangible and explainable AI is through provid-
ing key metrics, such as but not exclusive to the parameters and 
their possible weighting in the algorithm, to the users. 

"I think it’s more important to know what factors 
from the raw data that can have enough impact on the 
fnal results. We don’t need to know the nitty-gritty 
of the model...For example, if the results highlight 
gender but not other factors, then we should reveal 
that despite all the other parameters. That to end-
users is enough... what we should do is to allow users 
to reverse-engineer the results." (E13, F) 

At other times, it is also important to make salient what is left 
of in the model for our users because it may be where the biases 
come from. 

"Compared to the 80% right things you do, the data 
you are able to explain, it matters more to explain 
the 20% that you are not able to process, things that 
may go wrong. The key here is to reduce the 20% 
unexplainable to, say, 10%. That’s all it matters. " (E04, 
M) 

In addition to what are included and what are left of, our en-
gineer participants pointed out that providing comparisons and 
distinctions from competing models can also help end-users assess 
the validity of the AI model and its results. 

"...So this X product tells their users the most reliable 
way to record their maximal oxygen uptake is to go 
for an uphill run and use the data for the future pre-
diction...But our product can track this data under 
the context of low speed and low heart rate yet still 
delivers precise predictions. We would tell our users 
why our product works diferently than the X product. 
(E07, M) 

Revealing conflict of interest. Our end-user participants es-
pecially pointed out the importance of revealing the contextual 
structure of organizational and commercial interests an AI may 
serve. 

"I need to know who is behind the AI system, like 
who owns the data, who created the program, etc. I 
would like to know who will beneft from this. There 
may be a confict of interest, and I want to know it ." 
(U09, F) 

In cases when the AI is commercially applied, our participants 
may connect such disclosure of interest to the level of control they 

may have over their data and how they may want to react to the 
AI suggestions. 

"I think most people want to take control of their 
lives. Say I want to buy a pair of earphones, I would 
rather search for the information on my own rather 
than be fed with all these recommendations that I 
do not like. If I had access to the rationale for the 
recommendation system, I may be able to tell it the 
specifcations I am concerned with and tweak it so 
that the recommendations are more pertinent." (U22, 
M) 

In sum, our participants pointed out three ways of embodying 
AI explainability, including 1) using an approachable narrative 
to display how the AI models work; 2) revealing key metrics that 
determine the results or what are left of from the models; providing 
comparisons across similar models may also work; and 3) being 
clear about the conficts of interest. 

4.3 Perceptions about Contexts in which Bias 
Matters 

Our RQ2 addresses the biased scenarios with diferent levels of 
stake. When probing the negotiation between providing more data 
and reducing AI biased results, we discovered that the benchmark 
or concerns our participants have over AI applications and their 
potential biases are not held constant but varied across contexts and 
scenarios. Two principles emerged as salient for judgements about 
the appropriateness of AI applications and their biases, including 
personal boundary and the stakes of the use cases. 

4.3.1 Personal boundary precedes over AI assistance. Our end-user 
participants reported that while AI provides much convenience and 
efciency in terms of assistance with daily reminders or automatic 
data tracking, the priority of personal privacy boundaries precedes. 
They were not against data tracking and collection per se; in fact, 
they were aware that their data were collected when using smart 
applications and concurred that it could be convenient at times. 
However, they were not clear about the extent to which their data 
were collected. And they were reserved about how the data was used 
or the purposes of data collection. U08 discussed that she was open 
to employing AI applications at work, but when it came to personal 
space, the personal boundary was not negotiable. U17 talked about 
how data tracking was acceptable in functional assistance but not 
personal monitoring. 

“It’s ok if it’s for work . . . I am handling informa-
tion about orders at work or what not with the email 
system. So it’s ok [that the email system crawls the 
data and sends her notifcations or reminders about 
work]. If Facebook does that to me, I’ll get mad. If Face-
book crawls my private messages with my friends and 
sends me date notifcations, I’ll be really mad. That’s 
private. Technically, I think Facebook can still do it, 
but it won’t actually remind me of it. If it does, I’ll sue 
the company.” (U08, F) 
“My personal information? It depends. If it [au-
tonomous vehicle] wants to collect my whereabouts 
like what I do and where I go, it breaches my privacy. 
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But if it wants to track how the vehicle functions and 
its related performance, such as battery life, I think 
it’s ok.” (U17, M) 

On the other hand, our participants also mentioned that the 
higher the perceived personal relevance, the higher precision and 
the lower biases they demand from the AI model. For example, 
according to U04, AI-supported personalized recommendations 
may be perceived diferently. 

“I can see the functionality of Netfix. It’s simple. I 
can decide what I want to watch based on its recom-
mendation. It saves my decision-making time. But if 
it’s a dating app, I need to interact with the person to 
understand how precise the app recommendation is. 
it’s hard to verify the recommendation precision be-
forehand. I don’t think the recommendation is based 
on full information and I think the algorithm is just 
random.” (U04, F) 

Our participants were ambivalent about the personalized rec-
ommendations AI models strive to provide. They consider that a 
high matching of AI recommendations with personal relevance is 
a good indicator of AI performance. And they concur that for the 
sake of convenience and precision, they may decide how much they 
would like to give away their personal data. On the other hand, 
they recognize a downside that comes along, which is the restricted 
diversity and constrained exploration users may otherwise be ex-
posed to were it not for AI suggestions. Our participants pointed 
out that AI recommendations, based on users’ own behavioral data 
like digital footprints, can be limiting. While this application is 
good for marketing purposes for the business, it can be harmful to 
the customers. 

“It [AI algorithm] gives you a bunch of similar things 
based on your search results. I come to refect on the 
need of information diversity and the reason why 
there is the phenomenon of echo chamber. I know 
that there are torrents of searchable information on-
line. Facebook or YouTube, not knowing what to rec-
ommend, might as well provide things that we are 
already interested in. . . It is certainly useful commer-
cially . . . creating customer attachment. But it harms 
cognition, for users.” (U14, M) 

U23 further mentioned that when AI fails to distinguish between 
public and private boundaries and gives seemingly personalized 
but actually hit-or-miss recommendations, users would develop 
negative perceptions about the applications. 

“It’s not diverse enough. I need to purposely search 
for new information. Otherwise, everything is prear-
ranged for me. And I use Gmail and Google at work. 
If I search for things related to work, when I go home 
and open my Facebook, all ads are work-related. The 
problem is, I don’t want to see those things in my per-
sonal space. It’s annoying. I don’t choose to use these 
technologies at work. I just have to. But the results of 
this passive choice afect my daily life. I felt like my 
agency was taken away. I was controlled.” (U23, M) 

Our participants point out that the current practices of data 
tracking in many applications are not nuanced enough for users 
in terms of drawing lines between public and personal domains. 
No layers are provided for users to control how much data and in 
which contexts they are willing to share. One consequence is it can 
be hard for users to develop trust in AI. 

“So it’s common that the privacy setting of some ap-
plications would ask me if I allow them to access my 
camera and audio. What really pisses me of is that 
if I don’t grant its access, I can’t use the application. 
It should let me choose and evaluate. I should still 
be able to use the app even if I don’t allow camera 
or audio access. Then I may increase my trust in the 
application . . . Or, I may grant the application to track 
and analyze my data and provide recommendations 
regarding whether I want to eat cake and if so, which 
cake. But I don’t want it to analyze my private con-
versation with my friends.” (U09, F) 

On the other hand, our engineer participants were not neces-
sarily aware of the detailed concerns end-users may have for AI 
performance and potential biases. Most engineers talked about the 
user feedback they received, if ever, in a way that was reduced 
to a single dimension of model precision. Instead of engaging in 
user-driven modeling from the beginning, our engineer participants 
mentioned they experienced more of client-driven problem-solving 
in an ad-hoc manner. 

“They may complain that the results were lame. . . not 
precise at all. Then we would review the data and 
see why the model yielded results of low precision. 
And we would go fnd the reasons. If any value is 
below our expected performance, we would re-train 
the model. . . They [users] don’t want to know why 
our model is under-performed. They only care about 
raising the precision level if it’s low. It’s like. . .make 
the model perform better, you don’t have to give me 
all these excuses. ” (E14, M) 

While the line is clearly drawn for how much AI can be applied 
in end-user participants’ personal space, they have more contextu-
alized deliberations in other scenarios depending on the stake of 
the use cases with respect to AI appropriateness and biases, which 
we report in the next section. 

4.3.2 Stake of the use cases: relevance of how and when biases mater. 
There are several dimensions emerged from our data associated 
with the stake of the application scenarios. First, our end-user 
participants pointed out that biases are intolerable in high-stake 
situations like medical applications that concern life, compared 
with gender bias in job application contexts or fntech applications. 
While in our interview these were both categorized as high-stake 
scenarios, our participants had their own considerations regarding 
what constitutes "high-stake." 

“it depends on which issue we’re looking at to deter-
mine if it’s [bias] a serious matter. If it’s related to 
the medical feld, it’s very serious. It probably misdi-
agnoses symptoms. . . what if there’s cancer but the 
system says there isn’t? It’s life and death. . . as for 
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the HR gender bias case, yeah, it’s unfair, but it just 
happened. . . the algorithm just made a misjudgement.” 
(U10, M) 

In general, our participants pointed out that when it comes to 
people’s life, human rights, and civil afairs, they care more about 
the model precision, purposes, or application scenarios since the 
consequences of employing such systems can be immense. Biases 
in such situations also bring more serious consequences to users’ 
eyes. 

“the face recognition system [for criminal identifca-
tion] should tell us its precision rate, at which areas 
this system is applied, and its efects for me to under-
stand and trust the system. As for face id (e.g., on the 
phone), it’s ok. When the purpose of the system is 
about human rights, I think it should be more discrete.” 
(U04, F) 

In other words, it is not so much about AI techniques (e.g., image 
recognition) that our participants are concerned about but how 
and where the techniques are applied (e.g., car plate recognition 
vs. criminal identifcation). The major reason why these scenarios 
are more serious is the underlying inference-making process the 
AI model employs, which our participants feel at dark about. For 
example, U08 pointed out that gender bias mattered less was not 
because gender issue was not important. It is the process where AI 
systems give recommendations and users may make judgements 
or decisions based on these recommendations that concern our 
participants. Our participants were also concerned that complex 
and contextualized issues are not factored into the system for a fair 
judgement. 

“. . . there’s no inference [in gender bias in online 
searching]. When you search for ’CEO’ online, the 
system gives you the results . . . but in the interview 
scenario, based on the data, the system suggests some-
thing new for you. During the process, it seems to 
involve thinking and judgement. In which case, the 
HR system needs to pay attention to this inference 
process, whereas in the searching scenario, I throw 
in a keyword and the system gives me the results. 
There’s no additional judgement or inferences. ” (U08, 
F) 
“It’s not like computer vision that identifes cats or 
dogs and there is a correct answer. In the HR situation, 
you don’t know which parameter is valued. . . it seems 
that the system favors males over females. But is it 
true? Or females are screened out because of other 
reasons? It can’t be that the system specifcally flters 
applicants based on gender. There should be multiple 
levels but we don’t know and it’s inexplainable.” (E08, 
M) 

Another reason is that civil-afairs usually have the quality of 
monopoly in which most, if not all, citizens are involved but no or 
few alternatives are provided. In these high-stake scenarios, our 
participants demand model precision and the margin of error is less 
tolerated. 

“It matters to everyone. If the results are problematic, 
it can’t be used . . . say if a system has higher precision 
with Caucasians but lower with Asians. It cannot be 
used. It has to work with everyone. . . A person’s rights 
shouldn’t be violated under any circumstance. Even 
the model has 100% precision in Asia but 80% for 
Caucasians and 99 percent for African Americans in 
the U.S., it’s still not good enough. It’s obvious racial 
discrimination.” (U14, M) 

Along the line with the previous point that high-stake scenar-
ios concern a wide population, our participants pointed out that 
more stakeholders’ perspectives should be involved. However, the 
current AI system may not integrate multi-party voices into the 
model processing or training. Also, our participants pointed out 
that meta-knowledge regarding the application scenario should be 
incorporated into the model to identify potential biases. But it can 
be difcult to defne a comprehensive list of cases and scenarios. 

“I feel like that currently, the AI system just works on 
its own. You feed it data and it does the learning and 
gives us the results. 5 There should be dialogue at ev-
ery stage. . . like in the AI judicial system. . . the system 
should talk to the suspect and the litigator as well as 
the judge or the prosecutor. It should collaborate with 
all stakeholders involved to have a comprehensive 
view. Then the system can come up with a report or 
suggestions for the judge. But that’s not the end of 
the story. The judge should be able to interact with 
the system to verify and deliberate. But right now, it’s 
like. . . ’there you go, I come up with stuf from a black 
box and you take it.’” (U17, M) 

In sum, our participants were concerned about AI model perfor-
mance and whether there was potential bias involved especially 
when the application is of high stakes, such as one in the medical 
feld or the judicial system. Since these applications may concern 
people’s life, human rights, or civil rights, our participants point 
out that tolerance for errors or biases under the circumstances is 
low. In such cases, more stakeholders’ involvement is important. 

5 DISCUSSION 
We discuss the implications of our results in response to our re-
search questions. 

5.1 Explainability Through AI Literacy 
Regarding our RQ1 and RQ2 that investigated stakeholders’ sense-
making and perceived challenges about AI and sociotechnical AI 
biases in contexts of diferent stakes, the fndings from 4.1 found 
that both our end-user and engineer participants mentioned that 
due to the data collection process and application scenarios, AI 
biases are a refection of social reality. When there was a biased 
result, our participants attributed the biases to algorithms, people 
who programmed the AI, the company that implemented the AI, 
or themselves. We found that our end-user participants could not 
pinpoint what went wrong but took AI-related factors and them-
selves to blame. Either way, this suggests that when people do not 
have enough knowledge to understand the AI mechanisms, they 
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may develop partial perceptions and raise suspicions or negative 
attributions when biases show up. 

According to the attribution theory [19], people try to connect 
causes and efects even when there is none. Research has already 
shown that negative attribution towards AI can lead to distrust 
[16]. According to our results, our participants assigned both ex-
ternal/situational attributions (e.g., erroneous algorithms or fawed 
datasets) and internal/dispositional ones (e.g., themselves) when 
there was bias. The bias attributions may further harm users’ trust 
in AI or even delay and obstruct user acceptance of smart and 
innovative services. It also limits users’ educated and informed 
adaptation to biased results. Future XAI research may leverage the 
current study to further untangle which type of attribution can 
help enhance model explainability and user trust. 

Meanwhile, the participants considered that there is no bias-free 
AI and with time, biases may evolve as society progresses or as 
the public concerns change. Therefore, AI should evolve too. Our 
data suggest that even the same type of AI bias may yield diferent 
consequences, depending on where and when the AI applications 
are launched and who the users are. The same bias, such as gender 
inequality, may be perceived with less negative implications in 
machine translation but more seriously in organization hiring. We 
also found that our participants who may be benefted from the 
biased results viewed biased AI less of a problem. Taken together, 
it suggests that developing awareness of bias and how to tackle 
biases derived from AI are separate matters. 

As AI biases are a sociotechnical phenomenon, our results sug-
gest that it takes both engineers’ and end-users’ eforts to cultivate 
AI-related literacy so that biases can be addressed from both tech-
nical and social lenses. In our data, not every engineer participant 
reported to beware that biases come from both technical and social 
levels. Also, some of the dataset-related biases refect engineers’ 
own limited experiences. For engineers, AI literacy consists of 
awareness and competency for identifying potential issues in the 
development stages like data collection or labeling as well as under-
standing what end-users may concern about so as to communicate 
model explainability to them. 

For end-users, AI literacy should equip them with knowledge 
about how AI is developed and sensitivity to potential technical and 
social biases embedded in the process. For an interactive human-AI 
interaction, it is not feasible to passively wait for AI models to 
catch up with social trends or rely solely on engineers’ awareness 
to solve this issue. Users should be encouraged to actively engage 
with AI for informed AI use, which is in line with another fnding 
that users desire to retain their agency in deciding where and when 
AI can be in use. To this end, some interviewees even pointed out 
that it may be a blessing that AI feshes out these biases that are 
otherwise invisible or hard to fnd evidence to corroborate in daily 
life. With biases made prominent by AI, it opens room for thorough 
discussion and improvement. 

However, much of the above discussion is based on the assump-
tion that AI literacy is a key factor in the deployment of AI in 
everyday life. While we acknowledge the signifcance of AI literacy, 
we also recognize that solely relying on it could be infeasible. For 
one, there is no consensus on what AI literacy should entail. And AI 
literacy may be built upon the protean forms of AI applications, the 
challenges of which are highly dependent on the goals, functions, 

and target user groups. For another, the actual, contextualized use 
of AI applications and their performance may not be covered by a 
rigid checklist of AI literacy items. For instance, our study feshed 
out users’ sense-making and expectations regarding bias-related 
situations. In other situations like performance-driven, ethically 
challenging, or morally ambiguous, the appropriate purview of AI 
literacy may be subject to change. 

To complement prior conceptual works about guidelines for 
AI literacy and education [22, 46], our study provides more nu-
anced and contextualized extensions based on the empirical fnd-
ings. While more high-level AI competencies or assessments about 
AI awareness are proposed based on systematic reviews of relevant 
works, such as Long and Magerko’s [22] extensive list, it may be 
worthy of a more contextualized discussion about bias-associated 
AI literacy along the dimensions of the stakes of AI applications 
(low vs. high). According to our results, AI biases are not neutral but 
may vary depending on times, stakes of applications, and contexts 
like societies and cultures. The signifcance of stakes is not constant 
but varies depending on applications and contexts. Contextualized 
AI literacy in biased situations may help future works to form con-
crete ideas regarding how users perceive AI should work and how 
to respond when there is bias. It also allows AI literacy to be better 
assessed or incorporated into the curriculum. While we provide 
the frst step to contextualize AI literacy, future works can further 
embody what AI literacy should construe by narrowing down di-
mensions like data types (e.g., text, image, or voice), applications 
(e.g., chatbots or autopilot cars) or contexts (e.g., in biases or about 
ethics). 

5.2 Designing a Self-explanatory and 
Refection-triggering System 

Our results also uncovered the challenges our participants face 
when spotting, making sense of, and dealing with sociocultural AI 
biases. We propose correspondent designs to address these identi-
fed challenges. 

While asking the general public to increase their AI literacy could 
be a way to address how to deal with AI biases and the demand 
for AI explainability, education is a long-term efort that may take 
years to reap the benefts. Additionally, with the burgeoning AI 
applications in real life, it is unrealistic and probably unnecessary 
to have users understand how each system works before using it. 
Just like a driver is able to drive a model that he/she has not driven 
before and probably still has no idea of how the engine system 
functions inside, AI system designs should have afordances that 
allow the general users to be able to understand their functions and 
refect upon potential biases of the system even if it is the frst time 
they use it. 

To achieve this, our results from 4.2 suggest that AI systems 
that are used for inference-making, especially in high-stake use 
scenarios, should 1) disclose potential bias sources and explain how 
the results are derived in an approachable manner (e.g., through 
revealing where the data was collected, the categories included in 
the data, or how the data was handled); 2) highlight determining pa-
rameters for the inference making process; 3) be transparent about 
what factors are left of from the models; 4) provide comparisons 
of the performance across similar models; and 5) uncover potential 
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conficts of interest (e.g., how much percentage the AI-mediated rec-
ommendations on the platforms is based on users’ prior behaviors 
and how much percentage is based on product placement advertis-
ing). Clearly laying out these aspects may help users calibrate the 
results they get from the application and prompt them to refect on 
the potential reasons for biases. In our interviews, when asked to 
refect on the displayed biases in our proposed scenarios, even the 
end-users who possessed limited AI knowledge had suggested how 
the data, the engineers, and the social norms and values could have 
contributed to the biased results. Our results also showed that end-
users desired to learn about such information, which helps them 
assess the AI system’s performance and develop trust in the system. 
In its broadest sense, including the sources of biases and prompting 
the users to actively refect on them are part of the AI literacy edu-
cation process. Embedding such information in the system design 
can help evoke contextualized sense-making and refection. This 
approach can also help users adjust when sociocultural norms and 
expectations change. 

Alternatively, our results also indicate that the design of an 
XAI-enabled system could leverage the power of peer users and 
third-party organizations who are also using the same or a similar 
application to ofer a more user-centric and audited explanation. 
For example, inviting impartial third parties such as professionals or 
NGOs for auditing model performance in high-stake AI applications 
like those in the medical, fnancial, or judicial domains may be a way 
to enhance trust [33]. The third-parties may act as representatives 
of the end-user groups to refect community-specifc or localized 
interests to the company and provide reports about how to make 
sense of the AI models to the end-users. Also, in addition to expert 
users such as doctors, bankers, or judges who rely on AI-mediated 
systems for decision-making, it is valuable for AI explainability to 
include the perspectives from the general end-users, who are at the 
mercy of such systems. They may have neither domain knowledge 
nor knowledge about how AI works, which puts them in a vulnera-
ble position. Last, XAI can include what peer end-users care about 
and make the crowdsourced evaluations salient because this may 
help other users navigate information given by the AI systems or 
the third-party experts and make informed decisions. 

The above indications and explanations can come in a variety 
of forms, not necessarily a rigid table where each piece of informa-
tion, regardless of its signifcance, is outlined and elaborated in a 
standardized manner. The level of stake and the timings/contexts 
users value that our research highlights can be used as benchmarks 
to decide the granularity of explainability. While increasing an un-
derstanding about AI biases is desired, our results reveal a balance 
between giving sufcient information and avoiding information 
overload is needed, or in Long and Magerko’s words [22], unveiling 
gradually. We do not argue that every AI application needs to come 
with a thick manual. 

Our results showed that the role of a product manager that 
some of our engineer interviewees brought up already translated 
the knowledge from the designers and engineers into something 
sensible for the non-technician customers to understand and sent 
user feedback to the product designers to elicit more details and/or 
to tweak the system. The most important quality of such a product 
manager is user-centered interactivity and responsiveness. While 
it is not feasible or scalable to have this role present for every 

system and in every use context when bias comes up, a mediated 
role in an explainable artifcial intelligence system can be a service 
chatbot or an animated agent, such as Microsoft Word’s Clippy, 
activated when users need it. Such design also harks back to Long 
and Magerko’s design consideration [22] of creating an AI learning 
experience that supports social interaction and collaboration. Such 
an interactive assistant could retrieve a manual/tutorial that is built 
upon engineers’ knowledge of the system and leverage tips and 
comments from other peer users or previous user queries as well. 

5.3 Paying Attention to Application Contexts 
According to the results from 4.3, where AI is applied and the 
level of stake embedded in the application scenarios infuence their 
perceived needs of a transparent and explainable model as well 
as their tolerance of biases. Our participants placed the highest 
reservation towards AI applications that may encroach on their 
personal space. They were also sensitive about the applications 
that may muddle the boundaries of public and private contexts, 
especially if the applications collect data from users’ practices in 
public space (e.g., workplaces) and push the results in the forms 
of recommendations or reminders into their private space (e.g., 
interaction with friends). 

The recent breakthroughs in audio and image data processing 
in AI training and modeling suggest that users’ verbal and non-
verbal behaviors, such as conversations or movements, in both 
public and private contexts, can be captured by sensing or audio-
visual technologies [6]. Then the multi-modal data can be processed 
and analyzed for a wide range of AI-mediated applications. The 
scale can be leveled up when more and more products adopt such 
techniques. Users may feel a lack of control over their own data 
and how their behavioral data is going to be used in the context of 
omnipresent data collection. A lack of sensitivity to how and where 
AI can be applied may lead to users’ rejection or mistrust towards 
the model. 

In other words, privacy is a delicate issue that AI applications 
should pay attention to regarding data collection and model appli-
cation in diferent contexts. Our study reveals that this is a kind 
of biased application scenario where users may give consent to or 
have the awareness that their behavioral data are being collected 
in work-related or other public contexts; however, such consent 
may not be extended to other contexts nor the consent is given to 
receiving services enabled by AI (e.g., advertisement recommenda-
tions) in a diferent situation. Future AI models should take users’ 
privacy into consideration. While collecting as much data from 
diverse contexts for model training can enhance overall model per-
formance, inadvertently pushing AI services can lead to backfre 
efects on users, such as what we found in our results: perceived 
violation of privacy, perceived restricted diversity by algorithmic 
recommendations, or distrust in the AI model. 

Our results also suggest that in high-stake situations like med-
ical, judicial, or other civil contexts, our participants hold higher 
standards for biases and needs for explainability. These contexts are 
important because they may concern people’s lives or fundamental 
human rights based on AI’s inferences. Also, these applications may 
hold the quality of monopoly where the majority of people are con-
cerned but few or no alternative systems are provided. According 
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to our participants, such AI systems have not yet involved enough 
stakeholders’ perspectives. And oftentimes, AI applications provide 
inferential suggestions in these situations (e.g., which organs may 
be infected or how long a culprit’s sentence is going to be) but how 
the inference is derived is less clear. In such cases, our participants 
consider that data collection and model application should cover 
all users/stakeholders to rid of potential biases of gender, age, or 
race. 

Taken together, our results suggest that for the designs of XAI, 
the following contexts are of importance to enhance model trans-
parency and explainability as well as lower potential biases: 1) the 
level of relevance to users’ personal boundaries, 2) the level of con-
textual awareness depending on users’ switching between public 
and private spaces, and 3) the level of the stake associated with the 
application scenario. 

When collecting user data and deploying models, the applica-
tion should inform users about how, where, and what types of 
user data are collected and how the data is used to optimize model 
performance for explainability and transparency. In other words, 
in addition to keeping human in the loop for data processing and 
model development [18, 45], users should also be involved to decide 
the trade-of of model applications (e.g., AI service precision vs. 
privacy) [11]. Also, AI systems should consider including context 
awareness and sensing designs to avoid disrupting users’ public 
and private spaces, especially when the system collects data from 
users’ public practices and apply the model learning results in their 
private ones. AI systems should provide nuanced explainability in 
high-stake applications regarding potential biases related to socio-
cultural norms, ethics, and human rights. Last, it is also important 
to give users options about how much they want to be informed. 
For applications with lower personal relevance and stakes, a fexi-
ble granularity of explainability information allows users to avoid 
information overload. 

6 LIMITATIONS AND FUTURE DIRECTIONS 
It is our intention to include the general users, not necessarily tech-
savvy ones, in our study because they are the majority who come 
to interact with AI in their day-to-day routines and receive the 
consequences. In order to understand general users’ understand-
ing about AI or potential underlying biases, our interview did not 
focus on a specifc domain or application in case our end-user par-
ticipants had no experience with it or our engineer participants 
were in a diferent domain. It is worth further examining a spe-
cifc domain, such as health or law, or a specifc application, such 
as chatbot or deepfake, to pinpoint users’ perceptions about and 
solutions to domain-specifc biases. Also, some marginalized user 
groups should be recognized and included in future studies to pro-
mote XAI design solutions for empowerment because they may 
be more vulnerable than others, such as AI novices [41] or those 
who work with constrained cognition [35]. Other sociocultural or 
demographic characteristics, such as age, gender, tech-savviness, 
or culture, may be considered to identify potentially marginalized 
user groups who are at the mercy of AI decisions. Then, despite 
our eforts, we only recruited one female engineer in our sample, 
which may limit perspectives regarding a specifc bias, such as 
gender, from this under-represented engineer group. While we did 

not specifcally focus on gender bias, future studies can look into 
how the gender of an under-represented group, such as female en-
gineers in our sample, afects members’ perceptions about gender 
bias. Also, our results pointed out that some biases are sociocul-
tural. Given that our study was conducted in Taiwan (with three 
engineers working in the U.S.) with Mandarin native speakers, it is 
possible for future studies to draw on a cross-cultural perspective 
to examine how the same biases are perceived and dealt with in 
diferent sociocultural contexts. Other possible research directions 
include using quantitative research methods, such as a survey that 
broadly investigates a wide variety of users’ perceptions and atti-
tudes towards AI and related biases for clearer correlations among 
key variables. Or lab experiments can be conducted to identify the 
causal relationships of specifc AI designs and users’ trust. Also, our 
results did not cover how participants’ own biases infuenced their 
potentially biased interpretations about a non-biased AI, which can 
also be further explored in future studies. Last, despite our eforts 
to include as diverse roles in the AI development and deployment 
pipeline as possible in the study, there are many other key actors 
we were unable to recruit in this study, such as UI/UX designers, 
quality control engineers, or legal consultants. In addition, our en-
gineer participants pointed out that their clients were oftentimes 
companies or organizations that had the needs of AI applications 
and they did not directly face end-users. How explainability may 
be lost in translation in the process of B to B and B to C should be 
further explored. It is important to deepen the knowledge about 
XAI from the perspective of connected and relevant stakeholders 
in future studies. 

7 CONCLUSION 
As more and more technologies and services are mediated by AI, 
it is important for general users to understand how AI works in 
order to leverage the results to make informed practices. This is 
especially true when AI algorithms produce biased results that 
cause socio-cultural consequences, like biases towards a certain 
gender, occupation, age, race, or culture. With much efort in com-
putational and algorithmic ways to enhance AI explainability (XAI) 
for goals like fair, accountable, and transparent AI models and ap-
plications, it can still be difcult for general users to make sense 
of the explanations. To contribute to the existing XAI literature 
from a user-centered perspective, our work focuses on how gen-
eral users make sense of AI and AI related sociocultural biases 
as well as what they want to know about AI in terms of how the 
results are derived when there are biases in contexts of high and 
low stakes. We conducted an in-depth interview study with 24 end-
users and 15 engineers to address the issues. We identifed users’ 
sense-making processes of AI biases and their attributions of such 
biases. We reported people’s desired levels, timings, and contexts 
of explainable AI and AI transparency. Based on our analysis, we 
found that explainability may need to come with users’ AI literacy. 
However, more importantly, to achieve explainability and trans-
parency, future AI systems should consider implementing features 
that disclose potential bias sources, highlight important parameters 
used in the AI model, recognize parameters that are omitted in the 
model, provide comparisons across similar models, and uncover po-
tential conficts of interests. Alternatively, the user interface should 
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consider functions that support users to refect and learn about the 
model and the results when they need it. Last, our fndings also 
showed that users desire to have control over when and where the 
AI-mediated systems provide services to them because unsolicited 
services can reduce user trust. 
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